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Executive summary 
This work focuses on the reprocessing of the legacy seismic profile DNJ-32 from the 2D seismic 
survey DNJ8183D (DNJ8183D-RE2025), acquired near Aalborg, Denmark, between 1981 and 
1983. The goal was to evaluate the feasibility and benefits of applying modern processing work-
flows to historical seismic data, despite limitations such as missing seismic and navigation infor-
mation. The reprocessed profile shows improved imaging quality, particularly in resolving thin-
ner geological strata, and demonstrates the potential to extend this approach to other lines 
within the same survey. The reprocessed seismic profile and the recovered SPS files are available 
through GEUS’s data portal1. 

Key findings 

• DNJ-32 was successfully reprocessed, with noticeable improvements in image resolu-
tion, allowing for the delineation of thin geological strata that were not visible in the 
legacy profile. 

• The processing workflow applied to DNJ-32 is applicable to other seismic lines in the 
DNJ8183D survey, assuming similar levels of data availability and quality. 

• The geometry setup workflow developed in this work can accelerate geometry configu-
ration for other lines in the same survey. 

Limitations 

• Some seismic and navigation data could not be recovered, resulting in gaps in the final 
reprocessed profile. 

• The reprocessing workflow was limited to post-stack time migration (POSTM), as the 
subsurface exhibits a relatively simple geological structure; pre-stack methods were not 
implemented in this initial phase. 

• The overall project timeline was extended by 2–3 weeks due to challenges in recon-
structing incomplete seismic and navigation data. 

Recommendations for reprocessing other lines in the survey  

• Allocate additional time for seismic and navigation data preparation, as historical da-
tasets may require manual correction or interpolation. 

• Consider applying pre-stack time migration (PSTM) and pre-stack depth migration 
(PSDM) to enhance the imaging of fault structures, particularly in geologically complex 
areas. 

• Develop detailed migration velocity models using available well and regional velocity 
data to improve imaging accuracy and overall image quality. 

 

1 https://data.geus.dk/ugdata2d3d/procsum.html?proc_id=17604 
 

https://data.geus.dk/ugdata2d3d/procsum.html?proc_id=17604
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1. Introduction 
This work was initiated in response to the growing interest in subsurface studies to support fu-
ture geothermal energy development and Carbon Capture and Storage (CCS) initiatives near 
Aalborg, Denmark. The Aalborg region has a long history of geological and geophysical investi-
gations, with several seismic surveys have been conducted over the years. One of the most no-
table is the 2D seismic survey DNJ8183D, acquired by WesternGeco between 1981 and 19832 
(Figure 1). 

One of the key lines from this survey is DNJ-32, a relatively straight profile approximately 63 
kilometers in length, running from the northwest to the southeast of the study area. While the 
legacy profile of DNJ-32 is sufficient for general geological interpretation (Figure 2), both the raw 
seismic and navigation data are incomplete, and intermediate processing products, such as pre-
stack gathers, are unavailable. These limitations are likely common across other lines in the 
DNJ8183D survey. 

This work focuses on reprocessing seismic line DNJ-32 as a test case for the entire DNJ8183D 
survey. The primary objective is to assess the feasibility of recovering historical seismic datasets 
and to evaluate the benefits of applying a modern processing workflow to these datasets. As 
part of the reprocessing, pre-stack gathers were generated, enabling the potential use of ad-
vanced techniques, such as pre-stack migration and inversion, in future studies for detailed sub-
surface characterization. 

The reprocessing was completed over approximately eight weeks of effective processing time, 
spanning from early February to early May 2025. Processing was carried out using GeoThrust 
(by Geotomo) and Reveal (by Shearwater). This document serves as a technical report on the 
reprocessing of DNJ-32, outlining the applied workflow, tools, and key processing parameters, 
and provides recommendations for future reprocessing of other seismic lines in the DNJ8183D 
survey. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 

2 https://data.geus.dk/ugdata2d3d/procsum.html?proc_id=1623 

https://data.geus.dk/ugdata2d3d/procsum.html?proc_id=1623
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Figure 1. Map showing the location of seismic line DNJ-32 (highlighted in red), acquired as part of the 2D 
seismic survey DNJ8183D (highlighted in red and yellow). Green arrow indicates north. 

Figure 2. Legacy seismic profile DNJ-32. 
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2. Processing workflow and parameters 
The processing workflow implemented in this project is broadly divided into six main stages: 

1. Geometry setup 
2. Trace editing 
3. Static correction 
4. Preprocessing 
5. Processing 
6. Migration 

2.1 Geometry setup 

In the geometry setup stage, spatial information from the seismic acquisition was defined in the 
trace headers and registered in the processing database. This stage included assigning source 
and receiver coordinates and elevations, as well as determining the active source-receiver rela-
tionships.  

2.1.1 Navigation data preparation 

The navigation data was prepared to generate standard seismic navigation files in Shell Pro-
cessing Support (SPS) format (commonly referred to as SPS files). These files served as input to 
the seismic processing application for setting up the seismic data geometry. The standard SPS 
files included: 

1. Source file (S-file)—contains source-related information, including: 
• Code 
• Line number 
• Point (station) number 
• Index 
• Depth 
• X and Y coordinates 
• Elevation 

2. Receiver file (R-file)—contains the same information as the S-file, but for the receivers. 
Depth is excluded, as it is not required for the R-file. 

3. Cross-reference file (X-file)—defines active source-receiver relationships, including: 
• Code 
• Field File ID (FFID) and FFID increment 
• Shot point line number, station number, and index 
• Active channels and channel increment 
• Receiver line number 
• Recording receiver station 
• Pattern index 
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The information required to create the SPS files was extracted from the seismic survey naviga-
tion data, which was available for reprocessing in the form of: 

1. Observer logs 
2. Coordinates for each shot and receiver point 
3. Elevation and static correction values for each shot and receiver point 

Except for the coordinates, the navigation data was received as scanned copies of handwritten 
documents.  

Navigation data preparation was carried out through the following steps: 

1. Extracting the following information for each shot and receiver point from the observer 
logs: 

• Shot and receiver point numbers 
• FFID 
• Active channels 
• Observer comments 

The extracted information was entered into a digital working spreadsheet for further analysis. 
Additionally, the observer logs provided information about the planned seismic acquisition lay-
out, as summarized in Table 1. 

Table 1. Seismic data acquisition layout. 

Line direction North to South 
Spread type Split-spread roll-along 
Maximum number of active channels 48 
Receiver interval 100 meters 
Near offset 100 meters 
Maximum far offset 2400 meters 

 

2. Quality control of the extracted observer log information 

Due to the poor quality of the scanned handwritten documents, many entries were dif-
ficult or impossible to read. In such cases, the unclear entries were interpreted based 
on the planned seismic acquisition layout, as presented in Table 1. 

3. Removing redundant shots at the same shot point 

Multiple shots with different FFIDs at the same shot point could have caused issues dur-
ing geometry setup, as they introduced ambiguity in source positioning and inconsist-
encies in source-receiver relationships. Redundant shots were identified through visual 
inspection of raw seismic data. Only the shot gathers with a relatively better signal-to-
noise ratio were kept for further processing, and the FFIDs of the redundant shots were 
removed from the working spreadsheet. In some cases, the differences were minimal, 
making the selection process subjective.  

4. Removing irregular shot records without navigation data 

While the majority of shot records were recorded using a split-spread acquisition layout, 
a few were acquired with an off-end layout. These irregular shot records also exhibited 
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much larger near-offsets, resulting in significantly delayed first arrivals compared to the 
rest of the dataset.  Figure 3 shows an example of both regular and irregular shot rec-
ords. 

The navigation data for these irregular shot records could not be recovered from the 
observer logs due to the poor quality of the scanned handwritten documents, as illus-
trated in Figure 4. Setting up the geometry for these shot records was not feasible with-
out risking serious errors; therefore, they were excluded from the reprocessing input by 
removing their corresponding entries from the working spreadsheet. 

 

5. Generating SPS files 

SPS files, formatted in ASCII, were generated using the finalized working spreadsheet. 
These files were then imported into the processing application to create the geometry 
database. 

6. Generating geometry database 

The final step in preparing the navigation data is to generate the geometry database in 
the processing application. The geometry database compiles information from the SPS 
files and serves as input for assigning geometry headers, such as source and receiver 
coordinates, to the raw seismic data.  

Figure 3. (a) Irregular shot record from an off-end acquisition layout. (b) Regular shot record from a split-
spread acquisition layout. Note that the shot in (a) has a much larger near-offset than (b), resulting in 
significantly delayed first arrivals.    

(a) 

 

(b) 
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1.1.2 Raw seismic data preparation 

The raw seismic data for line DNJ-32 was received as shot gathers in SEGY format, with FFIDs 
and channel numbers stored in the trace headers. Each trace contains 2500 samples at a 2 ms 
sampling interval, resulting in a 5000 ms record length. No spatial information was present in 
either the binary or textual headers. The dataset includes 341 shot gathers, comprising dummy 
shot records, records without navigation data, and records with duplicated FFIDs. 

Seismic data preparation was carried out through the following steps: 

1. Removing dummy shot records 

Figure 4. Example of an unreadable section from the observer logs. The entry highlighted with a red 
box corresponds to the shot gather shown in Figure 3a. 
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Dummy shot records are typically gener-
ated during recording instrument tests 
and contain shot records that are irrele-
vant to processing. Figure 6 shows an ex-
ample of such records present in the raw 
seismic data. Dummy shot records were 
flagged with FFIDs of 900 and above and 
were excluded from further processing. 

2. Removing shot records without naviga-
tion data 

Shot records lacking navigation data 
could not be processed and were ex-
cluded from further processing. 

3. Removing shot records with duplicated FFIDs 

Duplicated FFIDs can cause errors during processing due to ambiguity in source-receiver 
positioning. These duplicates were identified by plotting FFID against the Trace Se-
quence Number (TRC) header values from the raw seismic data, as shown in Figure 6a. 

There was no indication in the seismic data headers or navigation data as to which shot 
records among the duplicates were intended for processing. Therefore, the appropriate 
records were selected through visual inspection, and only those with a relatively better 
signal-to-noise ratio were included in the processing workflow. In some cases, the dif-
ferences were minimal, making the selection process subjective. The plot of FFID versus 
TRC after removal is shown in Figure 6b, confirming that all remaining FFIDs are unique. 

 

Furthermore, eight shot records listed in the observer logs were missing from the raw seismic 
data. In total, 277 out of 341 shot records were included in the processing workflow. Table 2 
summarizes the shot record counts considered in the geometry setup. 

Figure 5. Example of dummy shot records in the 
raw seismic data. 

Figure 6. Plot of FFID versus TRC header values. (a) Before removal of duplicated FFIDs. (b) After removal. 
Red boxes highlight duplicated FFIDs that were present in the raw seismic data but are no longer visible 
after removal. One red box is exaggerated to more clearly illustrate the removal of two duplicates of FFID 
202 as an example.  

(a) (b) 
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Table 2. Summary of the shot record counts considered in the geometry setup. 

Remark FFID Number of shot records 

Raw seismic data (A)     341 
Excluded shot records from the 
processing workflow (B) 

    64 

  Dummy shot records 900-909, 970, 990, 
991, 999, 7901, 8311 

16   

  One FFID duplicate 46, 109, 229-255  29   
  Two FFID duplicates 202 2   
  Missing navigation data 33, 238 2   
  One shot point duplicate 50, 202, 296 3   
  Irregular shot records 267-272, 283-288 12   
Missing shot records in raw seismic 
data (C) 

113, 178, 179, 193, 
198, 199, 201, 204 

  8 

Included shot records in the pro-
cessing workflow (A - B) 

    277 

 

1.1.3 Geometry database setup 

Geometry setup was performed by assigning spatial information from the geometry database 
to the raw seismic trace headers. The geometry database and seismic traces were linked using 
the FFID and active channel numbers present in both datasets. The assigned geometry infor-
mation included source and receiver coordinates, elevations, point numbers, and source depth. 
Subsequently, recording offsets and midpoint coordinates were automatically calculated and 
written to the trace headers. At this stage, the seismic data geometry setup was complete. 

2.2 Trace editing 

Trace editing was performed to mute unusable shot records (bad shot records) and individual 
traces (bad traces) caused by corrupted samples or extremely low signal-to-noise ratios. Muted 
traces were then interpolated using an algorithm based on the anti-leakage Fourier transform. 
The process was performed sequentially in two data sorts: first in shot sort, then in channel sort.  

A despike filter and bandpass filter were applied before scanning for bad shot records and traces. 
Shot gathers or traces were classified as bad when they could not be recovered using these 
tools. Table 3 lists the processing tools and parameters used in trace editing. Figure 7 and Figure 
8 show examples of bad shot records and bad traces, respectively, before and after interpola-
tion. 

Nevertheless, the interpolation algorithm was unable to fill gaps created by an excessive number 
of consecutively muted shot records, and these gaps remained as muted shot records. Figure 9 
shows examples of shot records that could not be interpolated and were therefore left muted. 
In any case, attempting to interpolate excessively large gaps using inappropriate or overly 
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aggressive parameters could have introduced processing artifacts, such as aliasing and incorrect 
wavefield reconstruction, ultimately leading to unreliable results. 

Table 4 presents the count of bad shot records and traces that were either muted or interpolated 
during trace editing. In total, 4 out of 277 shot records were successfully interpolated, while 20 
shot records could only be muted prior to the subsequent processing workflow. 
 
Table 3. Processing tools and parameters used in trace editing. 

Tool Key Parameter Value 

Despike 

Time window length (ms) 500.0 
Time window overlap (%) 25.0 
Number of traces in estimation window 21.0 
Trace window overlap (%) 25.0 
Averaging type Mean 
Threshold multiple of median RMS 5.0 
Replacement scalar 1.0 
Interpolation type Delaunay 

Bandpass filter 
Filter 6/50dB - 90/50dB 
Domain Frequency 
Filter length 500.0 

Trace edit (sht. sort) Edit Mode Zero trace 

Fourier regularisa-
tion (sht. sort) 

Time patch size (ms), overlap (%) 20.0, 25.0 
FFID patch size (# traces), overlap (%) 9, 25.0 
Tapering mode Cos Before, Cos After 
Maximum gap (# traces) 5 
Convergence threshold (dB) -40.0 
Maximum frequency (Hz) 125.0 

Trace edit (chn. sort) Edit Mode Zero trace 

Fourier regularisa-
tion (chn. sort) 

Time patch size (ms), overlap (%) 20.0, 25.0 
channel patch size (# traces), overlap (%) 7, 25.0 
Tapering mode Cos Before, Cos After 
Maximum gap (# traces) 3 
Convergence threshold (dB) -40.0 
Maximum frequency (Hz) 125.0 
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Figure 8. (a) and (b) show a channel before and after interpolation, respectively. Red arrows highlight the 
differences. 

(a) (b) 

(a) 

(c) (d) 

Figure 7. (a) and (b) show the shot record for FFID 76 before and after interpolation, respectively. (c) and 
(d) show the shot record for FFID 132 before and after interpolation, respectively. 

(b) 
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Table 4. Count of bad shot records and traces muted or interpolated during trace editing. 

2.3 Static correction 

This work utilized tomostatics, i.e., a static correction method that uses tomographic inversion 
of first-arrival travel times to estimate near-surface velocity variations and correct for time de-
lays caused by shallow subsurface heterogeneities.  

Tomostatics was performed using the following steps: 

1. First-arrival travel-time picking 

First-arrival travel times were semi-automatically picked. The picks were then manually 
reviewed and edited, including repicking poorly interpolated arrivals, removing picks 
that deviated from the general trend in the offset sort, and eliminating picks with high 
reciprocal errors. Specifically, picks with reciprocal errors greater than approximately 22 
ms were removed, as the majority of picks had reciprocal errors below this threshold. 

2. Initial near-surface velocity model building 

An initial near-surface velocity model was constructed using the first-arrival travel-time 
picks. A uniform grid spacing of 5 meters was applied to define the model resolution. 
The resulting model is shown in Figure 10. 

3. Ray tracing 

Ray tracing was used to calculate ray paths through the shallow subsurface. These ray 
paths connect the observed first-arrival travel times to the subsurface velocity structure 

 Bad shot record Bad trace Total in trace 
Input 24 31 1183 
Interpolated 4 17 209 
Muted 20 14 974 

Figure 9. Examples of shot gathers that could not be interpolated and were therefore muted in the subse-
quent processing workflow. 

(a) (b) 
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and guide the tomographic updates required to resolve near-surface velocities. Figure 
11 shows the tomographic ray paths beneath the seismic line. 

Several tomography runs were tested to achieve the best balance between model qual-
ity and the misfit between observed and inverted first-arrival travel times. The final re-
sult yielded a root-mean-square (RMS) misfit of 12.73 ms across all shots, with a maxi-
mum per-shot RMS misfit of 22.30 ms. Figure 13 shows the inverted near-surface veloc-
ity model beneath the seismic line, and Figure 12 presents an example of the fitting 
quality between observed and inverted first-arrival travel times for a single shot gather. 

 

4. Performing static correction 

Before applying the static shifts, the static mean calculated using a 10-point smoothing 
window was removed. A replacement velocity of 2000 m/s was used for the correction. 

5. Performing refraction residual static correction 

Model-based refraction residual static correction was applied in addition to the standard 
static correction, using minimum and maximum refraction offsets of 0 and 2400 meters, 
respectively. 

Figure 10. Initial near-surface velocity model used for tomographic inversion. Yellow and red asterisks rep-
resent receiver and source positions, respectively. 
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Figure 11. Tomographic ray paths beneath the seismic line. 

Figure 12. Inverted near-surface velocity model beneath the seismic line. 
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2.4 Preprocessing 

Preprocessing was performed to produce NMO-corrected gathers, which were later used to cal-
culate stack power static corrections. The stacking velocity table was derived from velocity 

Figure 13. Comparison of observed (red asterisks) and inverted (blue asterisks) first-arrival travel times 
for a single shot gather, illustrating a relatively good fit between the two. 

Figure 14. Velocity analysis panel based on a constant-velocity-stack (CVS) cube. The top panel displays a 
seismic stack generated using a stacking velocity of 2500 m/s. The bottom panel shows a semblance plot 
in the distance (X) and velocity (V) domain. 
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analysis using a constant-velocity-stack (CVS) cube. With this approach, stacking velocities were 
consistently picked along key seismic reflections or horizons. Figure 14 shows an example of a 
velocity analysis panel using a CVS cube from the reprocessing. Table 5 lists the processing tools 
and key parameters used during preprocessing. 

Table 5. Processing tools and key parameters used in the preprocessing stage. 

Tool Key Parameter Value 

Top mute Mode First-break mute 
Added offset (m), time-shift (ms) 0,0; 3000, 300 

Bandpass filter Filter (Hz) 5-12-50-60 

Deconvolution 
Type Predictive 
Prediction lag (ms) 36.0 
Operator length (ms) 100.0 

Bandpass filter Filter (Hz) 5-12-50-60 
Trace balancing Time window (ms) 0.0-5000.0 

Static correction 
Method Tomostatics 
Replacement velocity (ms) 2000.0 
Remove mean statics (point) 10.0 

Refraction residual 
static correction 

Mode Model-based 
Minimum refraction offset (m) 0.0 
Maximum refraction offset (m) 2400.0 

Velocity analysis I 
(stacking velocity) 

Method CVS cube 
Replacement velocity (m/s) 2000.0 
Velocity range (m/s) 1500-5000 
Velocity interval (m/s) 25.0 
Shot range 1-277 
Shot increment 1.0 
Maximum offset (m) 2400 
Stretch limit (%) 20.0 
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2.5 Processing 

The processing stage consists of the following three main steps:  

1. Reflection residual static correction 
2. Signal processing (signal-to-noise ratio enhancement) 
3. Velocity analysis 

These three steps were performed iteratively in two passes with practically the same key pa-
rameters. Table 6 shows processing tools in the processing stage and their key parameters. 

Table 6. Processing tools and parameter keys used in the processing stage. 

Tool Key Parameter Value 

Stack power residual 
static correction I 

Time window start (ms) 400.0 
Time window end (ms) 2000.0 
Maximum source/receiver shift (ms) 10.0 

Time-offset scaling Power of time 0.5 
Power of offset 0.0 

Surface consistent 
deconvolution 

Type Predictive 
Prediction lag (ms) 36.0 
Operator length (ms) 100.0 

Time-variant spectral 
whitening 

Frequency range (Hz) 29434.0 
Frequency taper (Hz) 5.0 
Number of frequency bands 10.0 

FX Cadzow filter 

Signal frequency range (Hz) 5-12-55-70 
Number of eigenimages 2.0 
Local zone radius (m) 600.0 
Local zone azimuth range (degree) 360.0 
Local time window (ms) 300 

Bandpass filter Filter (Hz) 5-12-80-95 

Velocity analysis II 
(stacking velocity) 

Method CVS cube 
Replacement velocity (m/s) 2000.0 
Velocity range (m/s) 1500-5000 
Velocity interval (m/s) 25.0 
Shot range 1-277 
Shot increment 1.0 
Maximum offset (m) 2400 
Stretch limit (%) 20.0 

Stack power residual 
static correction II 

Time window start (ms) 400.0 
Time window end (ms) 2000.0 
Maximum source/receiver shift (ms) 10.0 
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2.6 Migration 

The seismic data were migrated using a post-stack time migration (POSTM) technique. This stage 
included obtaining a root-mean-square (RMS) velocity model for migration and applying post-
migration processing. Before the migration, the data were clipped to a length of 4000 ms. 

Table 7 lists the processing tools and key parameters applied during the migration stage, which 
marks the final step of the reprocessing workflow. Figure 15 presents the final reprocessing out-
put. 

Table 7. Processing tools and parameter keys used in the migration stage. 

Tool Key Parameter Value 

Velocity analysis 
III (RMS velocity) 

Method CVM cube 
Replacement velocity (m/s) 2000.0 
Migration frequency range (Hz) 5-95 
Velocity range (m/s) 1500.0-4250.0 
Velocity interval (m/s) 50.0 
Shot range 1-277 
Shot increment 1 
Migration aperture (m) 4000.0 
Maximum offset (m) 2400.0 
Number of offset sections 24 
Stretch limit (%) 10.0 
Mute angles (degree) 15.0 

Post-stack time 
migration 

Algorithm Phase-shift time migration 
Velocity percentage (%) 5.0 
Maximum frequency (Hz) 95.0 
CMP spacing (m) 10.0 

Structure-orien-
ted denoise 

CMP search increment 1.0 
Time search incerement (ms) 50.0 

 
Maximum search dip (ms/bin) 1.0 
CMP search radius (bins) 5.0 
Semblance search window (ms) 50.0 

Bandpass filter Filter (Hz) 8-15-90-110 
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Figure 15. Final reprocessing result obtained using a post-stack time migration workflow. Red arrows in-
dicate gaps in the seismic profile caused by missing input data for the reprocessing. Blue arrow marks the 
location of the Limfjord channel. Yellow line on the map shows the position of the seismic line. Green ar-
row on the map indicates north. 
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3. Comparison with the legacy seismic profile 
  

(a) 

(b) 
Figure 16. Comparison between (a) the legacy seismic profile and (b) the reprocessed result. The yellow 
line on the map shows the position of the seismic line. Green arrow on the map indicates north. 
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(a) 

(b) 
Figure 17. Comparison between (a) the legacy seismic profile and (b) the reprocessed result. The same 
parts of both profiles are masked to match the areas of missing data in the reprocessing result. Yellow line 
on the map indicates the location of the seismic survey line. Green arrow on the map indicates north. 
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Figure 18. Close comparison between the legacy profile (left) and the reprocessing result (right). Yellow 
boxes highlight areas where differences between the two profiles are evident. Yellow arrows indicate 
high-resolution coherent reflections associated with thinner geological strata, which are not visible in 
the legacy profile. Blue boxes mark zones where the reprocessing result improves imaging in reflector-
free regions of the legacy data. Red arrows point to a fault-like structure in the legacy profile that ap-
pears less pronounced in the reprocessing result. Arguably, this feature may also be interpreted as an 
artifact caused by low fold coverage at the corresponding common mid-point (CMP) location, as it ap-
pears perfectly vertical and coincides with a low-fold area indicated by near-surface characteristics of 
the profile.  


	Executive summary
	Table of figures
	Tables
	1. Introduction
	2. Processing workflow and parameters
	2.1 Geometry setup
	2.1.1 Navigation data preparation
	1.1.2 Raw seismic data preparation
	1.1.3 Geometry database setup

	2.2 Trace editing
	2.3 Static correction
	2.4 Preprocessing
	2.5 Processing
	2.6 Migration

	3. Comparison with the legacy seismic profile



