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PREFACE
This report is concerned with three-phase transport in porous media at two distinct levels:

e microscopic or pore network scale;
* macroscopic scale,

The microscopic scale in reservoir modeling has undergone a paradigm shift initiated in the late
1980°s: the introduction of randomness at the pore network scale to explain key mechanisms of
multiphase transport underlying relative permeabilities and capillary pressure functions,

Randomness is a dominating feature at the microscale. However, the final goal of most reservoir
engineering tasks is at the macroscale. This is the reason why so many current research efforts
dealing with complex porous media are concerned with upscaling. One of the goals of upscaling is
to replace microscopic randomness by more reliable deterministic variables and parameters. This is
achieved by transforming multiscale systems into single-scale systems. An alternative approach to
upscaling is that of multiscale modeling. Multiscale modeling does not involve any transformations
of multiscale systems to systems with a single scale. On the contrary, different models are employed
at different physical scales to build a comprehensive description of systems that could not be
modeled otherwise. More specifically. multiscale modeling is particularly suitable in the case of
systems controlled by mechanisms requiring a very accurate and computationally expensive
description at one scale and a coarser description at another scale.

The role of multiscale modeling in this project has been to provide the parameters pertaining to the
multiphase flow (relative permeabilities and capillary pressure functions) with the same status as
that created by geostatistical methods for their counterparts pertaining to the single phase flow
(porosities and absolute permeabilities). In the latter case, a large number of measurements is
conducted by oil companies and routinely assigned to grid blocks. A successful completion of this
task would stop the unfortunate practice of using a single relative permeability function in computer
simulations of complex hydrocarbon reservoirs,

One of the central themes of this project has been the design of a two-scale reservoir simulator
consisting of a network model sequentially linked with a macroscopic reservoir model. This hybrid
reservoir simulator was subsequently used to develop an iterative procedure for the determination of
three-phase relative permeabilities for gas injection and WAG injection recovery processes,
respectively. In the former case, the method performed satisfactorily leading to a set of relative
permeabilities for the two-scale system. In the case of the WAG injection, however, emerging oil
ganglia destroyed the coupling between the constituent models of the two-scale simulator.
Consequently, the iterative procedure collapsed. The problem could be avoided by applying a more
sophisticated network model. The design of such a network model and its application in a
multiscale reservoir simulator encompassing length scales spanning the microscopic to the
macroscopic is a challenging topic for a new research project.

Anatol Winter

GEUS. August 4, 2001
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[ntroduction |

1. Introduction
1.1 Overview of the project

Development of improved and enhanced oil recovery methods involves numerical simulations of
multiphase fluid transport. Reservoir simulations require a reliable geological model of the
reservoir. Geological models contain a faithful representation of spatial heterogeneity consistent
with available measurements of reservoir properties. such as porosity and permeability. In most
cases, reservoir engineers have sufficient information to define reliable distributions of these
properties. On the other hand. multiphase properties, such as relative permeabilities, are usually
given less attention. For improved oil recovery projects, such as e.g., water-alternating-gas (WAG)
injection processes, accurate measurements of relative permeability functions, which control
recovery rate, are crucial. Unfortunately, experimental procedures for determination of relative
permeabilities are expensive, time consuming. and often unreliable. In many cases. a single set of
relative permeabilities is assigned to a given rock type. or even to whole regions of an oil field.
Consequently. development decisions, concerning e.g.. possible improved oil recovery projects. are
often erroneous leading to huge financial losses and abandonment of planned activities.

In principle, both absolute and relative permeabilities can be computed numerically as space and
time averages of the appropriate pore-scale quantities. These methods are feasible under conditions
not far from equilibrium. Unfortunately, many transport mechanisms, e.g.. that governing three-
phase transport in WAG-injection processes. often occur very far from equilibrium. This is due to
strong gradients of pressure and composition. This is why reservoir rock properties, such as relative
permeabilities, become history dependent emerging as highly nonlinear functions of phase
saturations.

This project deals with multiscale modeling of three-phase water-alternating-gas (WAG) injection
processes. The adopted research strategy consists of three steps. In the first step. the displacement
physics is examined using artificial pore networks (micromodels) as model media. A catalog of
pore-scale transport mechanisms governing three-phase transport mechanisms is created and
implemented in a network simulator. In the second step, the network simulator is coupled in series
with a 1-D. grid-based reservoir simulator. The two models are then combined to determine relative
permeabilities and capillary pressure functions for a prespecified sequence of saturation changes.
Finally, the third step is to assign the relative permeabilities and capillary pressure functions
determined by the multiscale reservoir simulator to a geological model implemented in the grid-
based reservoir simulator.

1.2 Relative permeabilities and capillary pressures functions for three-phase transport
Presence of three phases may have important implications for hydrocarbon recovery efficiency. For
example, it is well known that gas injection increases oil recovery efficiency because it enables oil

to flow at lower saturations than with water alone.

Macroscopic models of three-phase transport involve two basic ingredients: capillary pressures and
relative permeabilities.
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Capillary pressures are defined by the following relationship:

P,=P-P, (12.1)

where the subscripts describe the three phases, gas. oil, and water and £ is the pressure of the phase

1
i.
Relative permeabilities can be determined from the Darcy law generalized to multiphase flow,
Kk, (1.2.2)

#V(F - pg)
where v, is the Darcy velocity of phase /.« is the viscosity, p is the density. g is the gravitational

Y =

acceleration, £ is the absolute permeability. and = is the vertical coordinate.

Three-phase relative permeability functions are usually depicted using an equilateral saturation
triangle. The saturation of a single phase is represented by a vertex of the saturation triangle while
the opposite base line represents a saturation of 0% of that phase corresponding to a two-phase
situation (cf. Figure 1.1). In this limit, the transport problem is reduced to that of the classical
Buckley-Leverett theory (cf. Buckley-Leverett. 1941).

[t is often convenient to draw the so-called iso-perms in the saturation triangle defined as the lines
where the magnitude of the relative permeability functions are the same. The iso-perm lines parallel
to a base line indicate that the relative permeability of a phase is a function of its own saturation
only. On the other hand. curved iso-perm lines indicate that the relative permeability also depends
on saturations of the other phases.

[rreducible and residual saturations of fluid phases are represented as regions in the three-phase
saturation triangle with either two phases or a single phase mobile. The boundaries separating these
regions are dependent on the saturation history and. consequently. difficult to establish
experimentally. Considerable inter- and extrapolation may be needed to describe the residual
regions within the entire saturation triangle. Moreover, the boundaries between the regions are not
necessarily straight lines. Finally, it should be noted that all three phases are mobile only within a
limited region of the saturation triangle (cf. Figure 1.1).

Experimental measurements of three-phase relative permeabilities are quite time consuming due to
the large number of experiments required to obtain data points from the entire saturation triangle.
Consequently, a limited number of experimental measurements has been reported in the literature,
Saraf et al. (1982) gives an overview of the published experimental studies of three-phase relative
permeability functions. These measurements indicate that the relative permeability to the water and
gas phases in a water-wet system is a function of its own saturation only. On the other hand. the
relative permeability function to the oil phase is dependent on two saturations. Moreover, the
relative permeability function to oil is saturation history dependent. Chatzis et al. (1988 a).
Kalaydjian et al. (1993), Zhou, Blunt (1997), and Blunt et al. (1995) presented results showing that
when the oil phase spreads between the gas and the water phases, the residual oil saturation is
significantly reduced. In addition, the relative permeability to the oil phase generally increases.
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Sg S\N
- Single-phase Region
- Two-phase Region
- Three-phase Region

Figure 1.1 An idealized three-phase saturation triangle. The green color indicates the area where all three phases
are mobile. The blue areas are saturation regions where two phases are mobile. The red areas are saturation
regions where only a single phase is mobile.

The choice of a mathematical model of the three-phase relative permeability functions is crucial to
the existence of solutions of a three-phase flow problem. For the Corey-type models of relative
permeabilities (cf. eqs. (5.1), (5.2). (5.3) and Section 6.3.3) it has been shown that at an isolated
point in the three-phase saturation triangle, the eigenvalues of the Jacobian matrix of /in the (2x2)
system of partial differential equations describing mass (volume) conservation,

s+/. =0 (1.2.3)

are real but coincident. In eq. (1.2.3) s 1s a vector of conserved quantities (e.g. mass), /'is the vector
of flux terms, x is the space dimension, and 7 is time. This point is referred to as the umbilic point.

One of the models for relative permeability that have been studied by many authors is the Corey-
type model. It is based on the assumption that the relative permeability of cach phase 1s a unique
function of its own saturation, and that the first and second derivatives of the relative permeabilities
are positive at all points of the saturation triangle where the phases are mobile. [n Stone-type models
the relative permeabilities to the wetting and nonwetting phases are assumed be unique functions of
their own saturations. One the other hand, the relative permeability to the intermediate phase is
assumed to be dependent on two saturations.

[n a seminal paper dealing with the three-phase flow problem with gravity effects Trangenstein
(1989) has shown that the only models that always result in hyperbolic equations are those in which
relative permeabilities are unique functions of their own phase saturation. He also demonstrated that
for the Stone-type relative permeability functions the so-called elliptic regions might arise within
the saturation triangle (cf. Chapters 5 and 6).
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Direct measurements of three-phase relative permeabilities for all possible saturation paths in the
saturation triangle are not yet established as a part of standard industrial practice. In fact. Stone
(Stone, 1970, 1973) assumes that the relative permeability functions can be extracted from two sets
of two-phase relative permeabilities. However, some of the predictions obtained from his models
were found to be inconsistent with experimental measurements (cf. Nordvedt, 1996). This is why
one of the aims of this project has been to find out why the existing models of three-phase flow lead
to relative permeability functions that in many cases are incompatible with available experimental
data. Our initial strategy was to test one of the important assumptions of macroscopic models of
multiphase flow in porous media, namely the assumption that the three fluid phases coexisting in
the pore space do not interact with each other. Another questionable assumption underlying
multiphase transport in porous media is that relative permeabilities to a phase depend only on the
saturation of that phase. In fact, the influence of all other properties, such as e.g., saturation history.,
viscosity ratio (cf. Morrow and Collins, 1965, Killough. 1976, Chatzis et al.. 1988 and Avraam and
Payatakes. 1995) has been entirely neglected. This is probably the main reason why reliability of
empirical model of three-flow is much less satisfactory at low oil saturations in comparison with
high oil saturations.

[n addition to relative permeabilities, another key parameter governing three-phase transport in
porous media are capillary pressure functions associated with the interfaces occurring in the pore
space: oil-water. oil-gas and gas-water interface. Three-phase capillary pressure measurements are,
like three-phase relative permeability functions, difficult to conduct and are rarely measured in the
laboratory. This is due to the vast number of measurement points required, difficulties in
simultaneous handling of the three phases and interpretation of the results. However, knowledge of
three-phase capillary pressure functions is indispensable in most reservoir simulators. Usually, only
oil-water and oil-gas capillary pressure functions are measured and the third capillary pressure is
deduced from a relation between the three capillary pressures given by

PL'»L'“ o PL‘UM' + Pcrl_l,'_ (124)

where P, is the gas-water capillary pressure, P, the oil-water capillary pressure, and P, the oil-
gas capillary pressure. This relation assumes that the three phases coexisting in the subsurface are
continuous with oil spreading as a thin layer between water and gas.

The capillary pressure usually is regarded as a static property, which describes a static equilibrium
between gravitational forces and capillary forces. However, viscous forces arising during fluid flow
in the reservoir can balance capillary forces. In the latter case. the capillary pressure actually
describes a dynamic equilibrium. In that case the pressure jump across the oil-water interface can
not be determined from the Laplace equation alone. In most reservoir simulations, no distinction is
made between static and dynamic equilibrium. Experimentally. it has been shown that the capillary
pressures functions associated with the two equilibria are not the same (cf. Kalaydjian, 1992a).

The organization of this report is as follows.
Appendix A contains a description of structural properties of the mathematical network model
underlying the quasistatic network simulator developed in the course of this project. It extends brief

information on this same topic given in Chapter 4.

Appendix B describes a pilot study dealing with a method involving Nuclear Magnetic Resonance
(NMR) techniques for determination of phase saturations in the case of three-phase flow through
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chalk reservoir rock samples. This study uses the model fluid system consisting of water, n-decane,
and benzyl alcohol. The same mixture was used by Grader et al. (1988) in their investigations of
three-phase relative permeabilities measured by conventional methods. The initial results indicate
that the selected model system is a suitable candidate for determination phase saturations via NMR
techniques. Additional investigations of saturation trajectories determined by applying multiscale
modeling and a comparison with their counterparts originating from NMR studies are needed.

Appendix C contains three papers written during this project. The first paper entitled 7hree-Phase
Immiscible WAG Injection: Micromodel Experiments and Network Models was presented during the
SPE/DOE Symposium on Improved Oil Recovery held in Tulsa in April 2000. The second paper
entitled Thin Films. OQil Layers, and Three-Phase Flow in Porous Media was presented at the 14-th
Symposium on Thermophysical Properties held in Boulder, Colorado, in June 2000. It has been
submitted to International Journal of Thermophysics. Finally, the third paper entitled Multiscale
Modeling of Relative Permeabilities has been accepted for presentation at the 22-nd Workshop and
Symposium organized by the International Energy Agency (IEA) which will be held in Vienna,
Austria (September 9-12, 2001).

Finally, Appendix D contains some additional details concerning the iterative procedure described
in Chapter 6 aimed at the determination of three phase relative permeability functions.

1.3 Adopted research strategy
The research strategy adopted in this project consists of the following steps (cf. Figure 1.2):

¢ A collection of micromodels is manufactured by applying the reactive ion etching (RIE)
technique used in the semiconductor industry (cf. Chapter 2),

¢ The pore-level displacement mechanisms and configuration of the three phases coexisting in a
pore space are studied for a given transport process using a collection of micromodels as
artificial porous media. A catalog of the observed transport mechanisms is created (cf. Chapter
3).
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Figure 1.2 The overall strategy: network simulators are used to derive petrophysical properties like saturation
paths, capillary pressures, and relative permeabilities that also apply to the macroscopic level.
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¢ The pore-scale three-phase transport mechanisms obtained from the micromodel experiments
are implemented in a quasistatic network simulator (cf. Chapter 4). The network simulator
contains a mathematical network model describing porous media as a lattice of pore chambers
connected by constrictions called pore throats. Their effective size. length, and cross-sectional
geometry describe the pores appearing in the network model. The three-phase quasistatic
network simulator describes the transport in the pore space as a series of pore-scale events
controlled by the magnitude of the capillary pressure. The motion of the fluid phases is assumed
to be slow. More specifically, the selection of a particular pore-scale mechanism from the
catalog containing all such mechanisms is controlled by the so-called critical capillary pressure.
P". associated with a particular type of displacement. P’ can be calculated from the
configuration of the fluid phases at the pore level and the local pore gecometry.

Maastrichtian chalk

2 microns

@t Micromodel - GEUS 3

[ y
i .
] W 4 '

Pore throat

Pore chamber

Figure 1.3. Two SEM pictures: (1) pore space of Maastrichtian chalk from the North Sea. (2) Pore space of an
artificial porous network, (micromodel) etched in a silicon wafer.

¢ The three-phase quasistatic network simulator and macroscopic reservoir simulator are used in a
iterative procedure to determine a scale-invariant, three-phase relative permeability functions for
a prespecified recovery strategy, ¢.g. the Water-Alternating-Gas (WAG) injection process. The
obtained relative permeability functions are selfconsistent, i.e. they are representative of both the
displacement processes related to the pore-scale level where the capillary forces control the
transport properties and to the macroscopic level where the viscous forces dominate the flow (cf.
Chapter 6).
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¢ Based on the pore-level configuration of the fluid phases, the conductance of a pore or throat is
determined. The conductance between connecting pores is determined using the harmonic mean.
By letting the network simulator follow a specific saturation path, the relative permeability
functions for a specific saturation path is determined. Assuming that the saturation path obtained
from the network simulator also represents the macroscopic displacement process the relative
permeability functions can be assumed to create a link between the macroscopic level and the
network level (cf. Chapter 6).

1.4 Acknowledgements
The micromodels used in experimental studies of three-phase transport during this project have

been manufactured in cooperation with Mikroelektronik Centret (MIC) at the Technical University
of Denmark (DTU).
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2. Design and manufacturing of micromodels

2.1 Micromodels as artificial porous media

This chapter describes design and manufacturing process of physical network models. also referred
to as micromodels, aimed at studies of three-phase transport mechanisms in chalk reservoirs. The
applied design strategy is the same as that used in the production of printed circuits: the reactive ion
etching (RIE) applied to silicon wafers. The micromodels were manufactured at the Mikroelektronik
Centret (MIC) affiliated with the Technical University of Denmark (DTU). The applied design
method has been developed in a previous EFP-project (cf. Winter et al.. 1998).

The idea of using micromodels as model porous media has been implemented by many researchers.
Early investigators used containers filled with glass beads as artificial porous media (cf. Ng et al.
1978, Egbogah and Dawe, 1980). Another approach was to etch a pore network into a glass plate
(cf. Mattax and Kyte. 1961, McKellar and Wardlaw. 1982, Chen and Wilkinson, 1985, Chatzis et
al., 1988 a. Soll et al., 1991, Oren and Pinczewski, 1994, Avraam and Payatakes, 1995, Coskuner,
1997 and Bernadiner, 1998). Still another widely applied manufacturing strategy was to etch two
mirror images of a designed pore network into two separate glass plates. The two plates were
subsequently fused together forming a transparent porous medium where pore-level events can be
readily observed. The networks etched in glass plates were equipped with varying coordination
numbers, pore size distribution functions and chamber-to-chamber distances. Moreover. a layer of
silane covering the glass surface modified their wettability properties (cf. Laroche et al., 1998)).

The etching process applied in the design of glass micromodels results in eye-shaped cross-sections
of the pores because the etching depth is greater in the center of the pores as compared to their outer
parts. The smallest dimension of the pores in glass micromodels is typically in the range of 40-50
microns. The permeability of the glass micromodels is typically several Darcies and thus much
larger than in most authentic reservoir rocks.

The accuracy of the desired pore geometry of capillary tubings was greatly improved by using a
silicon wafer as matrix material etched by applying the reactive ion etching (RIE) technique (cf.
Owete and Brigham, 1987 and Keller et al., 1997). In particular, pore widths as small as 3 microns
and nearly perfectly square cross-sections of capillary tunings were obtained by Keller et al. (1997).
The disadvantage of using silicon wafers is that they are not transparent. Consequently, a
transparent glass plate must cover the etched network and a reflected light microscope must be used
for observations of pore-scale transport mechanisms. The surface properties of the porewalls are
nonuniform because the surface of the porewalls etched in silicon in general has surface properties
different from those of the encapsulating glass plate.

When constructing three-dimensional pore networks in micromodels, special consideration must be
given to the details of the design procedure in order to optimize the conditions for visual studies of
pore-scale transport mechanisms, For example, bead packs in combination with fluids with identical
refractive indices have successfully been used in three-dimensional displacement experiments
(Frette et al,, 1992). Tzimas et al. (1997) constructed a non-planar micromodel with two layers of
pore chambers and throats by fusing three glass plates together. Two networks were etched on either
side of the center glass plate. The two etched networks were then connected by drilled holes in the
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center glass plate. Two mirror images of the networks situated in the center glass plate were etched
in the bounding glass plates. which were subsequently fused on either side of the center glass plate.

2.2 Design and Manufacturing of GEUS Micromodels

The fabrication of GEUS 1. GEUS 2 and GEUS 3 involved four stages:
Lithographic process

Etching process

Surface treatment processes
Encapsulation of the pore network

2.2.1 Lithographic Process

The activities involved in the lithographic and etching processes are shown in Figure 2.1,

The goal of the lithographic process is to transfer an exact replica of the designed network pattern
from a photomask to the surface of the silicon wafer creating a temporary mask for the etching
process. A polymeric material sensitive to UV-radiation is used as photoresist. The resist is
developed in a negative process where the surface of the resist is exposed to light remains on the
wafer while photo resist not exposed to light is removed by a chemical treatment. In most cases. the
photoresist is a poor mask for the etching process. Therefore, the wafer has to be covered by a thin
layer of aluminium (3000A) using the Physical Vapour Deposition method (PVD). The PVD
method involves three basic steps:

e Evaporation
e Transport
e (Condensation

The first step of the PVD method is evaporation of aluminium by heat in vacuum. The A/ atoms in
the vapour have considerable kinetic energy and therefore move away from the heat source. Since
the ambient pressure and corresponding gas concentration are low, the 4/ atoms suffer only few
collisions. if any. and travel along straight lines. The wafer, where they condense out as the solid
aluminum forming a thin and homogeneous layer on the silicon wafer, intercepts some of these
atoms,

The water’s pore network is covered by resist and aluminum. The remaining areas of the wafer are
covered by aluminum only. The wafer is then exposed to organic solvents leaving only the
aluminum deposited directly on the wafer while aluminum with underlying resist is lifted off,
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2.2.2 Reactive lon Etching (RIE) Technique

The RIE technique is used to etch the pore network into the silicon wafer. RIE is a dry etching
technique based on the use of ionised gases. There are two different processes involved in RIE: One
of the ionised gases has radicals reacting chemically with the wafer material (reactive etching).
Another of the ionised gases provides atoms that are accelerated by electric field acting towards the
surface of the wafer. The ionised atoms dislodge the silicon atoms by momentum transfer
(nonreactive etching - called sputtering). Thus. RIE is a combination of chemical and physical
processes. The right combination of these two processes yields an anisotropic etching. The rate of
etching in the vertical direction is much higher as compared to the horizontal direction.
Consequently, capillary tubings with nearly perfectly vertical porewalls are created (Figure 2.2). The
selection and quantity of gases in addition to a number of other process parameters influences the
etching rates and the degree of anisotropy. For more details on the reactive etching process. the
reader is referred to Thompson et al. (1994) and Anner (1990).

Resist layer covering the wafer | |
Exposure to light through photomask | |

Partial removal of photoresist

Covering with aluminum

Lifting off resist covered by aluminum

Etching Process

Stripping of aluminum layer

D Silicon wafer- Photoresist
- Photomask - Aluminium

Figure 2.1 Schematic representation of the steps of the lithographic and etching processes in manufacturing of
micromodels made of silicon. A Pyrex glass plate subsequently encapsulates the etched network.

The combination of the lithographic technique and the RIE process allows the pore network to be
designed with pore throats as small as 4 microns i.e.. almost the same size as pore sizes appearing in
natural hydrocarbon reservoirs. However, this is still one order of magnitude larger than the pores of
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most North Sea chalk reservoirs. The minimum pore width in GEUS micromodels is 8 microns. The
reason for using 8 microns. as the minimum pore width is that the quality of the images obtained by
the reflected light microscope is better for the width to depth ratio not too small.

2.2.3 Surface Treatment

Two surface treatment processes are applied prior to encapsulation of the network by a glass plate in
order to reduce the roughness of the etched porewalls of the network. First, the porewalls are
exposed to a wet oxidation process forming a layer of silicon oxide 0.5 microns thick. This layer is
then removed with fluoride acid. The second surface treatment process is a dry oxidation process
forming a layer of silicon oxide with thickness equal to 0.1 g2 m. The two oxidation processes level
out small irregularities resulting in a smoother surface. Consequently, roughness of the silicon
surface approaches that of the encapsulating glass plate.

2.2.4 Encapsulation of Micromodels

The final step of the manufacturing process is the encapsulation of the etched network by a 500 um
thick Pyrex glass plate. The thickness of the plate is a critical parameter because it limits the
focusing depth of the microscope caused by collision of the lens of the microscope with the
underlying glass plate. The thickness of the applied Pyrex plate is smaller as compared to the
previous generation of micromodels (cf. Winter et al., 1998). This allows greater magnification of
observed pore-scale transport events. Prior to chemically bonding of the wafer and the Pyrex glass
plate. the inlet holes are drilled in the glass plate for injection and production of fluids from the inlet
and outlet chambers.

3 ol -~

Figure 2.2 SEM photograph of a pore throat and a pore chamber taken at the Mikroelektronik Centret (MIC).
The widths of the throat and the chamber are 10 and 30 microns, respectively. The channel depth is 10 microns.
The anisotropic ion etching results in strictly rectangular cross-sections of the pores. The subsequent oxidation of
the silicon ensures highly smooth porewalls. The Pyrex glass is bonded to the top of the etched network.
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2.2.5 Design of Pore Space in GEUS’ Micromodels

Three different pore networks were designed for GEUS 1. GEUS 2 and GEUS 3 micromodels. A
small Fortran program was written to create a file in the CIF format used by manufacturers of the
photomasks containing blueprints for the designed pore networks. In particular. the pores were
defined as rectangles with widths, lengths, and positions on the wafer,

The pore space of a micromodel was designed with 45000 pore chambers and approximately twice
the number of throats. The pore network was subsequently replicated three times on a single silicon
wafer. The pore chambers were positioned on a regular lattice which had been rotated 45° (cf.
Figure 2.3). The rotation of the pore network gives a higher tortuosity as the shortest distance
through the network is increased by a factor/2 . The distance between the centers of two pore
chambers, the node distance, is 52 microns. The short node distance compared to the size of the
largest chamber of 40 microns was chosen in order to capture the largest section possible with the
maximum magnification.

50 microns

Inlet face PR

Inlet chamber

Figure 2.3 SEM picture of GEUS 2 taken at the Mikroelektronik Centret (MIC), DTU. The etching depth of the
inlet chamber is 40 microns while the etching depth of the network is 15 microns. The chambers are positioned
on a regular lattice, which is rotated 45°. The chamber-to-chamber distance is 52 microns.

The main difference among the pore networks implemented in GEUS 1, GEUS 2. and GEUS 3
micromodels is in the distribution functions of their pore sizes (cf. Table 2.1). More specifically, the
GEUS micromodels contain nine different pore classes. GEUS | is designed with five pore classes
for the pore throats and five pore classes for the pore chambers. The width of a pore is assigned
randomly. Two different sets of seeds are used for the random number generators of the chambers
and the throats. The frequency distribution of GEUS 1 is a discretized lognormal distribution,
GEUS 2 is designed with nine pore classes of pore throats and chambers and the pore size
distribution is uniform.
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Model GEUS 1 GEUS 2 GEUS 3

Node distance |32 wm 52 um 32 um

Throat depth 15 pum 15 pum 10 pm

Chamber 135 um 15 pm 40 pum

depth

10 depth 40 pm 40 pm 40 pm

Pore class Throat | Chamber | Frequency Throat | Chamb. | Frequency Throat | Chamb. | Frequencey
width | width Throat /chamber | width width Throat/ chamber width | width Throat/ chamber
(pm) | (pm) (pum) (pum) (pum) | (pum)

1 8 - 16 . 8 24 I 8 24 I

2 10 26 I 10 26 I

3 12 21 12 28 11 12 28 11

4 30 . 16 14 30 11 14 30 I

5 16 32 26 21 16 32 Ll 16 32 I

6 34 26 18 34 I I8 34 I

- 20 36 21 21 20 16 1 20 36 il

8 . 38 - 16 22 IR I 22 I8 ]

9 24 - 16 . 24 40 Il 24 40 11

Table 2.1. Main design parameters of GEUS 1, GEUS 2, and GEUS 3 micromodels.

The pore networks of GEUS 3 micromodel (cf. Figure 2.4) contain some important features. The
distribution of pore sizes in GEUS 3 is similar to that of GEUS 2. These features are due to the fact
that during the design process, instead one etching mask used for the entire network, two etching
masks are used. More precisely, the pore chambers are created with one etching depth and pore
throats with another etching depth. In GEUS | and GEUS 2 micromodels, the matrix of the
micromodels’ pore space appears as a system of isolated pillars while in GEUS 3 the shape of the
matrix is more complicated and irregular. Initially, all pores were etched to the same depth. Later.
however, the pore chambers were additionally etched to a greater depth.

There are two significant advantages associated with the double etching depth. The first advantage
is that in all previous micromodels etching depths are of the order of the smallest pore. This means
that capillary pressures within the pore network are to a large extent controlled by the etching depth
and not the assigned pore size. The second advantage is that the wedges of the porewall are
connected through the etched network. In all previous constructions of micromodels, uniform
etching depth throughout the network or eye-shaped pores caused the wedges to be isolated
restricting the flow of the wetting phase controlled by thin wetting films. This was unfortunate,
since presence of continuous wetting films is believed to represent a crucial transport property of
natural porous rocks.




50 microns

i L
Figure 2.4 SEM picture of GEUS 3 taken at the Mikroelektronik Centret (MIC) at DTU. Two etching depths were
used for the network. The corners of the pores form a network of wedges, which spans the entire etched network.

2.2.6 Design of Inlet and Outlet Chambers

The properties of the inlet and outlet chambers can influence the flow of the etched network (Figure
2.5). In GEUS" micromodels the inlet and outlet chambers were designed as deep as possible in
order to reduce the resistance to flow.

The depth of the inlet and outlet chambers was primarily limited by the time required for the etching
process to reach a certain depth. Normally, the etching depth of a print plate is a few microns. 40
micron was chosen as a compromise for maximizing the depth of the inlet and outlet chambers
without using excessive etching times. A depth of 40 microns leads to an approximate capillary
pressure of 3.500 Pa for a perfectly wetting air-water system with interfacial tension of 72 mN/m
compared to a capillary pressure of 19.200 Pa for a pore throat with depth and width of 15 microns.
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Figure 2.5. Top left: Sketch of three etched pore networks on a silicon wafer. Top right: The design of inlet and
outlet chambers is shown with drilled holes in the Pyrex glass plate for injection of fluids. Bottom: Profile of the
inlet chamber with the etched pore network.

The depth of the inlet and outlet chamber also determines the hydraulic conductance of the inlet and
the outlet chambers. The hydraulic conductance is important because the pressure during flow
experiments is measured outside the inlet chamber. If the viscous pressure drop in the inlet chamber
is comparable to the pressure drop of the network, it is necessary to compensate the measured
pressure for the viscous pressure drop in the inlet chamber in order to obtain the pressure of the
fluid prior to entering the network. Likewise, the pressure in the outlet chamber, where the fluid
leaves the network, is not the atmospheric pressure due to a viscous pressure drop in the outlet
chamber. The pressure drop in the inlet can be estimated by assuming that the flow in the inlet and
outlet chambers is a Couette flow, The pressure drop is then given by

dp 12:0-u 2.1)
&  B.p '

where B is the width of the network and 4 is the distance between the two parallel plates. u« is the
viscosity of the fluid. Q is the injection rate of the fluid, and dp/dx the pressure drop.

For a distance A = 40 microns, B=1100 microns, viscosity # = | ¢P, injection rate. Q = 1.0 ml/h, and
the viscous pressure drop is 5-10° Pa/m. The permeability of the network is 1000 mD. This yields
the pressure drop of 2:10° Pa/m. Thus. the pressure drop is three orders of magnitude larger in the
network as compared to its counterpart in the inlet and outlet chambers. It should be noted that the
depth of the inlet and outlet chambers enters the expression of the pressure drop in the third power,
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Consequently, a smaller depth would have greatly increased the viscous pressure drop of the inlet
and outlet chambers.

The inlet and outlet chambers were designed with two entrances, The two entrances make it
possible to inject two fluids simultaneously at a constant rate and make steady state measurements
possible. The entrance holes were placed sufficiently far away from the network in order to avoid
the micromodel holder to obstruct the free movement of the lens of the microscope. The outlet
chamber was designed with a wall in the middle of the inlet and outlet chambers for support of the
glass covering the micromodel.

2.2.7 Petrophysical Properties of GEUS' Micromodels

Some of the petrophysical properties of the GEUS micromodels can be calculated directly from pore
geometry and structural properties of the designed network. Some of the other macroscopic
properties were measured in the laboratory using micromodels as porous media by applying the
usual measuring strategies. Table 2.2 shows some of the determined petrophysical properties of the
GEUS micromodels. Typical values for chalk rocks are also shown for comparison. For calculation
of the single-phase permeability and the porosity, the depth of the network is assumed to be the
same as the depth of the inlet chamber.

GEUS 1 GEUS 2 GEUS 3 Maastrichtian chalk
Porosity 0.23 0.24 0.45 0.15-0.40
Permeability 900 mD 900 mD 1000 mD [-10 mD
Specific Surface - 8., 5.4-10" m"! 5.4.10" m" 9.2:10" m"' 2,510 m’'

Table 2.2 Selected petrophysical properties of the pore networks in GEUS micromodels. Typical values for
Maastrichtian chalk are also shown for comparison.
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3. Experimental micromodel studies

This chapter describes pore-scale mechanisms observed during experimental studies of multiphase
transport in three different micromodels: GEUS 1, GEUS 2. and GEUS 3. All micromodels were
manufactured in cooperation with the Mikroelektronik Centret (MIC) at the Technical University of
Denmark (DTU). The goal of the experiments has been twofold: (1) to provide a basic
understanding of the pore-scale, three-phase transport events governing gas injection and Water-
Alternating-Gas (WAG) injection processes: (2) to create a catalog of elementary transport events
for use in the network simulators described in Chapter 4.

[t should be noted that the catalog of transport mechanisms created during this project is by no
means unique. Additional mechanisms are likely to exist in real life hydrocarbon reservoirs. Also, it
should be Kept in mind that micromodels are not natural porous media. Consequently, some of the
observed transport mechanisms are closely linked with the adopted micromodel design strategy
and/or manufacturing processes of micromodels. Recent micromodel studies described in the
literature have shown that pore-level transport mechanisms observed in nonplanar micromodels are
similar to their counterparts observed in two-dimensional micromodels (¢f. Avraam et al.. 1994 and
Tzimas et al., 1997). Thus, the limitation of the adopted experimental program to two-dimensional
micromodels should not have any serious impact on the nature of observed transport mechanisms.

The displacement mechanisms observed during micromodel studies have been implemented in the
quasistatic network simulator described in Chapter 4. The difference in pressure between the non-
wetting and wetting phases must be larger than the critical capillary pressure associated with a given
displacement mechanism in order to activate that mechanism. (cf. Section 3.4 and Section 4.4).
More precisely, the mechanism with the lowest critical capillary pressure is assumed to be the most
probable candidate to be activated.

In the next section. the influence of wettability and pore geometry on the configuration of the
coexisting phases at the microscale is described.

3.1 Configuration of Immiscible Phases in Single Pore

The description of configurations containing two and three immiscible phases is a starting point for
understanding multiphase transport mechanisms.

More specifically, in the case of two fluid phases coexisting in a single pore, the wetting phase is
adsorbed on the surface of the porewall, Also, it is present in wedges, nooks and crannies of
capillaries while the nonwetting phase occupies the center of pores. Configuration of reservoir
fluids basically controls the transport properties at the pore level. For the pores with angular cross-
sections the areas occupied by the coexisting phases can be calculated from curvatures of fluid-fluid
interfaces and from macroscopic contact angles.

In the case where three phases coexist in a single pore, the phase placed between the remaining two
phases can spread between the most wetting phase and the least-wetting phase. Alternatively. it
creates a lens. The choice between the configurations is governed by the relative magnitude of the
interfacial tensions associated with interfaces separating the coexisting phases. In a confined space
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the oil phase can exist as a layer which is much thicker than thin wetting films residing on a flat
(unconfined) surface. The transport properties of oil layers are entirely different from those of thin
wetting films, which often do not have the same properties as the bulk phase.

In this chapter, only the case of uniformly water-wet pores is considered. Other wettability types
may lead to quite complex phase configurations and entirely different transport properties. In
particular, fractionally-wet systems may result in phase configurations much different from those
observed in uniformly wet systems. In addition, local wettability changes in a pore caused by the
injection of different fluid phases may lead to a change of transport properties during a displacement
process (cf. Hui and Blunt, 2000a and 2000b and van Dijke et al.. 2000 a-c).

Although pores in natural porous media do not have regular cross-sections, the influence of phase
configurations on the transport propertics can be studied by investigating simple pore geometries
such as triangular, circular or rectangular cross-sections. The cross-sectional geometry of the
capillary tubings implemented in GEUS 1, GEUS 2 and GEUS 3 micromodels is rectangular, The
configuration of the coexisting phases in more complex angular cross-sectional pore cross-sections
can be determined in the same manner as presented in this chapter (c¢f. Wong et al., 1992, Mason
and Morrow, 1991 and 1994 and Tsakiroglou and Payatakes).

3.1.1 Two Immiscible Phases in Square-sectional Capillary Tubes

In a capillary tube with angular cross-section the configuration of two immiscible phases is
determined by the capillary pressure P,,,. the macroscopic contact angle &,, and the half angle of
the corner @ The subscript ow refers to an oil-water system where water is assumed to be the
wetting phase. The interface separating the wetting and the nonwetting phase intersects the porewall
creating a macroscopic contact angle. The macroscopic contact angle depends, like in the case of the
unconfined situation, on whether the advancing phase is the wetting or nonwetting phase and on the
roughness of the surface.

For illustrative purposes an infinitely long tube made of some mineral with a square cross-section of
constant area is shown in Figure 3.1. It has been assumed that the head meniscus advances through
the pore and the phase pressures are constant through the entire length of the capillary tube.
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Figure 3.1 Configuration of two phases in a square-sectional capillary tube. The interface separating wetting and
non-wetting phase intercepts the porewall creating the macroscopic contact angle 8,,. The cross sectional
geometry of an angular pore is defined by the half angle a. In the case of a square cross-section o = 45°. The
radius of curvature of the oil-water interface is r,,. In areas where the oil-water interface is parallel to the
porewall, the film thickness z is controlled by the disjoining pressure isotherm of the augmented Young-Laplace
equation.

The curvature of the oil-water interface varies along the circumference of the interface. The
interface follows the porewall away from the sides of the pore while it is curved in the corners
forming an arc meniscus. For an interface in the mechanical equilibrium the intermolecular forces
balance the capillary pressure. The balance is described by the augmented Young-Laplace equation.
In the corners of the tube, where the distance between the oil-water interface and the porewall is
large. the disjoining pressure is negligible. Consequently, the augmented Young-Laplace equation is
reduced to the classical Young-Laplace equation. Moreover, the curvature of the interface in the
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direction perpendicular to the plane of the cross-sectional area the pore is zero when the phase
pressures are assumed constant throughout the tube. Consequently, there is only one principal radius
of curvature of the oil-water interface. which can be calculated by the Young-Laplace equation. It is
given by the following expression.

L. (3.1)
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where 7, 1s shown in Figure 3.1, [t should be noted that for a given capillary pressure the meniscus
changes position for different magnitudes of the macroscopic contact angle. In particular, in a pore
with square cross-section and assuming positive capillary pressure. the meniscus moves to the
corner for contact angles larger than 45°.

3.1.2 Cross-sectional Area of Reservoir Fluids

The cross-sectional area of the wetting phase in the corners 1s usually much larger than the cross-
sectional area of the thin wetting films along the porewalls. Thus, the cross-sectional area of the
wetting phase present in a corner of a pore determines many of the transport properties associated
with the wetting phase. The area of the water phase A, located in the corners can be given as a
general expression for a pore with a polygonal cross-section as
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where ng,mer 1S the number of corners in the cross-section of the capillary tube.

The cross-sectional area of the oil phase A, is given by subtracting the area of the water phase from
the area the total cross-sectional area of the pore 4.

An = a"!,rmrc = -‘4 W (33)

[t should be noted that the half-angle of the pore, the macroscopic contact angle and the curvature of
the oil-water interface determine the area of the coexisting fluid phases. which again is proportional
to the capillary pressure.

[n the case of a circular tube water is present as a wetting film along the porewall only. Moreover, in
the case of a square cross-section there is a critical contact angle 6, = 45°. For contact angles larger
than 45° water is only present as a wetting film for positive capillary pressures because the arc
meniscus is forced towards the corner of the pore. Thus, the nonwetting phase will occupy the entire
pore space except for the thin wetting film.
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3.1.3 Three Immiscible Phases in Single Pore

When unlimited amounts of oil, water, and gas are present in an unconfined space, oil can either
spread as a thin film on the surface of the water, or create lenses. Whether spreading occurs depends
on the magnitude of the equilibrium spreading coefficient S defined as

S =0 - (3.4)
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where oy, is the interfacial tension between gas and water phases. o, is the interfacial tension
between the oil and water phases, and o, is the interfacial tension between the gas and the oil
phases. If the equilibrium spreading coefficient is zero, oil spreads as a thin film on the water
surface. Alternatively. if the equilibrium spreading coefficient is negative, oil is present as lenses
(Figure 3.2). It should be noted that the initial spreading coefficient can change as the system
approaches the thermodynamical equilibrium. One possible scenario is that the oil phase initially
spreads and then forms lenses as the interfacial tensions are modified. The initial spreading
coefficient is usually larger than the equilibrium spreading coefficient because the interfacial tension
between the gas and the water phase is affected by the presence of the oil phase (cf. Adamson,
1990).

In the case of three phases present in the pore space, the water-solid interface has the lowest
interfacial energy. Consequently, water wets the porewall. The gas phase is typically the least
wetting phase and therefore occupies the center of the pores. The oil phase is present either as a thin
film between the water phase and the gas phase or as an intermediate layer separating the gas and
water phase (cf. Figure 3.2). The configuration of the water and the gas phases is similar to the two-
phase case where the wetting water phase is located closest to the porewall while the gas phase
occupies the center of the pore. Thus, the curvature of the oil-water interface and the cross-sectional
area of the wetting water phase can be calculated by eq. (3.1) and eq. (3.2) for a given oil-water
capillary pressure.
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Figure 3.2 Configuration of three phases in an unconfined space and in a square-sectional capillary tube. The oil-
water interface intersects the porewall at one contact angle, 8, while the oil-gas interface intersects the porewall
at another contact angle 8,,. The curvature of the interfaces is given by eq. (3.1) and eq. (3.5) for prespecified oil-
water- and oil-gas capillary pressure functions.

The presence of an intermediate oil layer separating gas and water in a pore space, is important for
the continuity of the oil phase and therefore also for the transport properties related to the oil phase
(cf. Blunt et al., 1994 and 1995). The presence of an oil layer is controlled by the equilibrium
spreading coefficient of the oil-water-gas system. the contact angles between oil and gas, oil and
water, and the half angle of the pore. In the case of an unstable oil layer only gas and water will be
present in the pore and the configuration is similar to the two-phase case.

3.1.4 Curvature of Qil-Gas Interface

The curvature of the oil-water interface for a large distance between the oil-water interface and the
porewall is given by eq. (3.1). The curvature of the oil-gas interface under similar conditions is
given by the Young-Laplace equation



Experimental Micromodel Studies 24

a.u- -
rm( o 3 2 ’ {3.3)
I(‘qg'

where P, is the oil gas capillary pressure and r,, is the principal radius of curvature.

The area of the intermediate oil phase can be calculated by considering the cross-sectional areas of
the wetting water phase and the cross-sectional area of the intermediate and wetting oil and water
phase. The area of the oil phase is the difference between the two cross-sectional areas. For a
polygonal cross-section the area of the oil phase can therefore be calculated as

A= n“,,.,,,,,.-f;,\,[(cm{u)‘cnf(a f H,,_L,)) [f v(a i (),,_V)] t co:(u' HJ,&,)-sir{a +9“_k,)J
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The arca of the gas phase. Ay, . can then be calculated as the total cross-sectional area of the pore
minus the cross-sectional area of the oil and the water phase i.e.,

Ay = Aoy = Ay = Ay (3.7)

It should be noted that the saturation of the three phases in a single pore can be defined by
specifying the cross-sectional area of the phases because the cross-sectional areas of the phases do
not change along the tube.

3.2 Visualization of Fluid Configurations in Micromodels

Micromodel experiments described in the previous section have shown that two or more fluid
phases may coexist in a single pore. However, the configuration of a fluid phase is not always
accessible for visual studies because one fluid phase may block for observations of another fluid
phase. Thus. the configuration of the fluid phases is often revealed by means of indirect
observations. This is the reason why it is often necessary to deduce configurations of the coexisting
fluid phases from pore-scale displacement mechanisms. Moreover, small dimensions of the etched
pore spaces in the GEUS-family micromodels exclude using the naked eye for observations of the
pore-scale displacement mechanisms. The pore-scale studies are performed using a reflected light
microscope with a video camera mounted on top of a microscope. The signal from the video camera
is forwarded to a monitor, which is hooked up to video-recorder. The pore-level displacement
mechanisms are recorded and inspected later for analysis of the pore-scale events. A schematic
drawing of the experimental set-up is shown in Figure 3.3. The injection of fluids is either
performed with a constant pressure using a constant head of the injected fluid or by using a constant
injection rate delivered by a pump.



n

Experimental Micromodel Studies 2

Experimental setup

Pump unit

Menitor

< Camera

Reservoir

Valve |
- &
2
.

alve 2

Valve 3
029
Walve ~1®

Holder and micromodel
Discharge | PR AT S Discharge 2

Figure 3.3. Experimental setup. The computer controls the pump delivering a constant injection rate and collects
pressure data from the pressure transducer mounted on the pump unit. Alternatively, the fluid reservoir can be
elevated and a constant head acts as the driving force for injection. The camera, VCR, and monitor are used for
observations of transport mechanisms in the micromodels. The reflected light microscope is not shown,

[n order to distinguish the phases in the micromodels the oil phase was colored by Olrot (Merck
art. 11669) which is a commercially available dye. The oil was saturated with dye in order to
establish a distinguishable system of the coexisting fluid phases. Water appears transparent in the
micromodels while gas appears blue. The blue color of gas is due to the refractive indices of Pyrex
glass and air. Along the porewall a black line i1s seen on all the photographs, which is a shading
effect caused by the use of a reflected light microscope. The color of the images is affected by the
focusing of the microscope and the light intensity. Consequently, photographs are not readily
comparable in terms of color and light intensity.

3.3 Pore-Level Displacement Mechanisms of WAG-injection

Pore-level displacement mechanisms were observed during a double WAG cycle of an air-water-
dodecane system followed by injection of dodecane. The initial interfacial tensions of the fluids
were 70 mN/m, 23 mN/m and 40 mN/m for the air-water, the dodecane-water and the dodecane-air
system, respectively. Thus, the initial spreading coefficient was 7 mN/m.

The study of the three-phase pore-level displacement mechanisms was conducted using the
micromodel GEUS 2. The micromodel was initially cleaned with chromic sulfuric acid to ensure
strongly water-wet conditions for the WAG injection sequence. It was subsequently saturated with
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distilled water and filled with dodecane colored with Olrot at a constant pressure. The micromodel
was then flooded with water and air was injected at a constant pressure to complete the first WAG
cycle. Another WAG cycle was conducted prior to injection of dodecane into the micromodel. The
reason for injecting dodecane was to observe the pore-level displacement mechanisms associated
with increased oil saturation in a three-phase system. Increased oil saturations on the pore level may
occur during WAG injection as a consequence of a travelling oil bank at the macroscopic scale.

3.3.1 Two-phase Pore-Level Displacement Mechanisms

During the two-phase WAG injection involving dodecane and water, the pore-scale mechanisms
reported in Section 3.2 were observed. Moreover, additional two-phase displacement mechanisms
also occurred for dodecane-water interfaces. More precisely. air-invading dodecane created Haines’
Jumps. The invading air then displaced dodecane via a continuous dodecane cluster, which was
connected to the outlet chamber. It should be noted, however, that dodecane only remained
connected to the outlet chamber as long as the outlet chamber was filled with dodecane. If water
was present in the outlet chamber dodecane was produced in droplets similarly to the dodecane-
water system.

The injection of dodecane into the micromodel sometimes led to retraction of dodecane-air
interfaces. However, the motion was most often associated with displacement of the water phase
because water was always connected to the outlet phase while the air phase was quickly
disconnected and thus the air had to be produced as air droplets. However, the principles of the two-
phase dodecane-air mechanisms were entirely analog to the two-phase dodecane-water mechanisms.

Two-phase air-water displacement mechanisms were not observed because dodecane spread
between the air phase and the water phase. However, in some cases the so-called direct drainage or
imbibition mechanisms were observed where air displaced water only separated by a layer of
dodecane. Alternatively, water displaced air separated by a layer of dodecane. It should be noted
that the direct drainage mechanism and the direct imbibition mechanism along with the two-phase
dodecane-water and dodecane-air mechanisms were the most frequently observed displacement
mechanisms, In addition, a number of displacement mechanisms where all three phases were
involved have been investigated.

3.3.2 Double Displacement Mechanisms during Air Injection

The injection of air into the micromodel was an overall drainage process where dodecane and water
saturation of the micromodel was continuously lowered because of injection of air. The invasion of
dodecane by air was often associated with a second displacement event. The scenario was that air
displaced dodecane by a Haines™ jump similarly to the two-phase case. Dodecane subsequently
displaced the water phase at a different location by one or more Haines™ jumps (cf. Figure 3.4). The
net result of the displacement mechanism was that air displaced water. However, the side effect was
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that stranded dodecane ganglia were mobilized and reconnected to the outlet chamber because
dodecane spread on the air phase.

The double displacement mechanism can be divided into a primary air-dodecane mechanism and a
secondary dodecanc-water displacement mechanism. Both the primary and the secondary
displacement mechanisms are drainage displacement processes. The combination of the two
mechanisms is thus often referred to as double drainage displacement (Keller et al.. 1997, Chatzis et
al., 1988 a. Kantzas et al., 1988 a, 1988b. Soll. et al.. 1993 and Oren et al., 1992).

[t should be noted that the invasion of dodecane not always caused a secondary displacement.
Dodecane was sometimes redistributed around the gas phase and no secondary event occurred.
Especially, for larger ganglia. dodecane adjusted its dodecane-water interface and thus avoided the
secondary displacement. Moreover, in the case where the gas phase displaced a large pore chamber,
it sometimes caused two secondary displacement mechanisms. Thus. the volume balance of the
phases controlled whether one, two or no secondary event occurred.

oil water
Primary event

Secondary event

50 microns

Figure 3.4 Double drainage mechanism in GEUS 2. Air displaced dodecane in a primary event, which was
followed, by a secondary event where dodecane displaced water. The two displacement mechanisms occur
immediately after each other.
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3.3.3 Double Displacement Mechanism during Water Injection

During the first WAG injection cycle no air was present in the network. Thus, three-phase overall
imbibition only occurred during the second WAG injection cycle. Similarly to the injection of air
injection of water led to two-phase imbibition processes where water displaced dodecane by [- and
[,-mechanisms. The so-called double imbibition mechanisms were observed during the water
injection (see Figure 3.5). The water phase displaced dodecane. which subsequently displaced the
gas phase. The primary event where water displaced dodecane was an imbibition displacement and
occurred either as an ;- or an I,-mechanism. The secondary event also occurred as a dodecane-gas
[1= or [-displacement mechanism.

The double imbibition mechanisms occurred only when the primary water-dodecane displacement
was “close’ to the secondary dodecane-air displacement and the air phase was continuous to the
outlet. By “close” we mean [-2 pores away. If the distance was longer than a couple of pores
dodecane was produced directly at the outlet chamber without a secondary displacement. This
showed that continuity of dodecane to the outlet chamber might inhibit other displacement
mechanisms  from occurring. In other words the double imbibition mechanism was a local
phenomenon which depended on the local phase pressure conditions.

Primary event
water

50 microns Secondary event

Figure 3.5 Double imbibition mechanism in GEUS 2. Water displaced dodecane, which subsequently displaced
air. The two events typically occur in the proximity of each other.
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3.3.4 Dodecane-dragging-air during Dodecane Injection

After the completion of the two WAG cycles dodecane was injected into the micromodel. The
displacement mechanisms were primarily dominated by Haines™ jumps where dodecane displaced
water and by [j-and [,-mechanisms of dodecane displacing air. However, the spreading dodecane
was sometimes capable of “dragging’ the air phase into the next pore chamber as a consequence of
dodecane performing a Haines™ jump (cf. Figure 3.6). The mechanism occurred by dodecane
performing a Haines” jump and because of insufficient conductance of dodecane. Dodecane
pressure was locally lowered causing dodecane to drag the air phase into the pore chamber.
Sometimes the dodecane-air interface was not stable and the air retracted backwards out of the pore
chamber it had just filled. Dodecane was supplied to the pore chamber via the wetting layers.

The occurrence of the dodecane-dragging-air mechanism depends. like the double imbibition
displacement, on the local pressure conditions. Dodecane-dragging-air only occurred over a length
of a single pore. Consequently, dodecane-dragging-air displacement mechanisms appear to be
sensitive to the conductance of dodecane layer or film separating the air from the water phase. It
should be noted that the dodecane-dragging-air displacement mechanism contributed far less to the
overall displacement of air than the I,- and l[;-mechanisms of dodecane displacing air, However. the
dodecane-dragging-air displacement mechanism created by the injection of dodecane was the only
mechanism that could mobilize the stranded air ganglia.

p—
S0 microns

Figure 3.6 Dodecane-dragging-gas displacement. Dodecane advances into a pore chamber and the local pressure
of dodecane decreases, which causes an invasion of the pore chamber by air. The air sometimes retracts from the
pore chamber when oil enters the pore chamber through the oil layers.

3.4 Critical Pressures for Displacement Mechanisms

The micromodel study has shown that the pore-level displacement mechanisms are initiated as
sudden movements of pore space fluids caused by instabilities of static interface configurations.
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More precisely, when the difference in phase pressure exceeds a critical value, which cannot be
supported by the curvature of a static interface separating the coexisting fluid phases, a sudden
movement of an interface occurs. Thus, each elementary pore-level displacement mechanism is
associated with a critical pressure P, that must be exceeded in order for the displacement
mechanism to occur.

The critical pressure for displacement mechanisms defines the probability of occurrence of pore-
level displacement in the quasistatic network simulator described in Chapter 4. More precisely. for a
given change in capillary pressure, the sequence of admissible pore-level mechanisms is ordered
according to the same principle as that underlying the invasion percolation process: the size of a
pore is equivalent to its critical pressure. However, in order to avoid confusion it is useful to
distinguish between a local capillary pressure associated with the pore level and a global capillary
pressure associated with the network level. The local capillary pressure is defined as the difference
in pressure between two phases located on either side of a particular interface. On the other hand.
the global capillary pressure is defined as the difference between two phases in the case where both
phases are connected to the inlet or outlet and there is no pressure gradient within the two phases.
Thus, global capillary pressure is usually the condition imposed on the system while the local
capillary pressure typically is associated with movement of an interface.

When pore-level displacement mechanisms take place the distribution of the phases in the pore
space changes and several new pore-level displacement mechanisms may become possible. As a
consequence of more than one possible pore-level displacement mechanism it is necessary to order
the displacement mechanisms according to their displacement potential. The displacement potential
@ can be regarded as the “driving force” of a displacement mechanism.

For a two-phase single displacement mechanism the displacement potential is defined as
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where P, is the pressure of the displacing phase and P, is the pressure of the displaced phase. [t
should be noted that this definition of potential requires assignment of negative critical pressures to
imbibition mechanisms. On the other hand, drainage mechanisms are assigned a positive critical
pressure. Thus, for a given set of phase pressures, the mechanisms can be ordered according to their
displacement potential.

Double displacement mechanisms are essentially a combination of two single displacement
mechanisms where phase | in a primary displacement displaces phase 2 which in turn displaces
phase 3 (cf. Oren et al., 1994). Two critical pressures can thus be defined, one for each elementary
displacement mechanism. The potential of the double displacement mechanisms can be defined as

D chorisn = =Py = Pt ~Pepiiat (3.9)
where P, is the phase pressure of the displacing phase, P; the phase pressure of the displaced phase,

! e the critical pressure for the primary elementary displacement mechanisms and 27, the
critical pressure for the secondary elementary displacement mechanisms. The phase pressures of the
displacing phase and the displaced phase are global phase pressures for the network. Consequently,
the displacing and the displaced phase must be connected to the inlet or the outlet of the network.
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Oren et al. (1994) added film flow resistance to eq. (3.9). i.e. they modeled the pressure drop inside
the oil phase and examined the effect of resistance to flow in the oil phase on the global
displacement efficiency. Resistance to flow in the oil phase causes secondary event to occur closer
to the primary event because the difference in phase pressure between phase | and phase 2 must
exceed the resistance to flow in addition to the critical capillary pressure of the primary and
secondary events.

3.4.1 Haines" Jump

[n order for the oil phase to perform a Haines™ jump, the oil-water head meniscus must enter the
pore throat connecting two pore chambers. Thus. the capillary pressure must exceed the entry
pressure of the pore throat. The entry pressure depends on the interfacial tension, contact angle, and
the size of the pore. It can be calculated for various simple cross-sectional geometries (¢f. Mason
and Morrow, 1991 and Lenormand et al.. 1983). The entry pressure also controls the piston-like
motion of the meniscus inside a square tube. The critical pressure for the Haines™ jump is referred to
as the critical pressure for piston-like displacement. Legait (1983) calculated the entry pressure for
tubings of square cross-section. For an oil-water system it is given by
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For a tube of rectangular cross-section in GEUS 1. GEUS 2, and GEUS 3 micromodels, the critical
capillary pressure for an oil-water interface can be calculated as
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where x and y are the height and width of the rectangular cross-section and ¢ = y/x is the ratio of
height to width. /(g is a complex function of the height to width ratio but generally varies between
0.94 and 1.0. Thus, a rough estimate of the critical pressure for a square-sectional tubing can be
obtained by assuming f (&) = 1. It should be noted that the critical pressure for a pore chamber could
be defined as well.

3.4.2 Piston-like Imbibition

The mechanisms controlling the piston-like motion of a meniscus inside a pore throat are similar to
those underlying the drainage displacement. For the oil-water capillary pressure equal to the entry
pressure of a pore, the meniscus is in mechanical equilibrium and its motion is reversible provided
that the advancing and receding contact angles are identical. Thus, the capillary pressures smaller
than the entry pressure result in the retraction of the meniscus from the pore throat provided that a
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head meniscus exists in the throat. Thus, the critical capillary pressure of the imbibition process of a
pore with square cross-section is given by the following expression,
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[t should be noted that the piston-like imbibition displacement from a pore throat often follows the
retraction of a meniscus from an adjacent pore chamber. The piston-like retraction occurs as a
consequence of break-up of an oil filament after an I,-mechanism or following an I;-mechanism.
The piston-like imbibition displacement in a pore throat is an unstable process because the potential
for the piston-like displacement usually is much larger than the potential associated with the
preceding retraction from a pore chamber.

3.4.3 1,-Mechanisms

The critical capillary pressure for I,-mechanisms depends on the contact angle, the interfacial
tension, the number of pore throats filled with nonwetting phase, the geometry of the filled pore
throats and the relative position of the filled pore throats (cf. Lenormand et al., 1983 and
Tsakiroglou and Payatakes, 1998). Tsakiroglou and Payatakes (1998) presented a detailed analysis
for calculation of the critical capillary pressure for various [,-mechanism based on the eye-shaped
geometry of the pores of their glass micromodels. They included the size and depth of the pore
chamber and the adjacent pore throats. Also, they differentiated between the position of filled pore
throats. In general exact calculation of the critical pressures [,-mechanisms higher than » = | can be
rather complex.

The phase configurations of the ;- and [;-mechanism of GEUS 1. GEUS 2and GEUS 3 (Figures 3.6
and 3.7) may be analyzed in a similar manner as done by Tsakiroglou and Payatakes (1998).
However, the rupture of the oil filament of an [,-mechanism may occur at four different points on
the matrix pillar. The point where the oil filament ruptures depends on quite a few parameters
including the size of two pore chambers and three pore throats. The variation in critical pressure is
small and for practical reasons the critical pressure of the I,-mechanisms may be summarized in a
more simple expression given by Fenwick and Blunt (1998)
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where C), is a constant dependent on the number of neighbors # filled with nonwetting phase and the
contact angle, and r.pamper 15 the size of the pore chamber. The number of neighbors can be as large
as the coordination number, but in general C, decreases with increasing number of filled pore
throats. Thus, the critical capillary pressure of an [-mechanism is generally favored over I»-
mechanisms, which is in agreement with the observations in GEUS 1. GEUS 2. and GEUS 3
micromodels.
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3.4.4 Snap-off and Choke-off

The mechanism underlying production of dodecane at the outlet face has previously been described
by Roof (1970) who observed nonwetting phase leaving a constriction. Roof (1970) named this
mechanism “snap-off”. The instability of the snapped-off oil occurs because the curvature of the oil-
water interface is much larger than the interface curvature at the front of the meniscus (cf. Figure
3.7). For static conditions the oil phase pressure inside the constriction and at the tip of the head
meniscus must be the same. However, if the curvature of the of the oil-water interface is different at
the points a. b and ¢ in Figure 3.7, the water pressure at the three locations is different. This leads to
a pressure gradient in the water phase. The curvature of the oil-water interface is larger inside the
throat. Consequently water flows towards the constriction and snaps the oil phase off.

Roof (1970) defined a criterion for the instability to occur for a simple tore shaped pore constriction.
He has shown that the meniscus had to travel at least 7 times the radius of the tore in order for the
instability to occur, This is in agreement with the observations performed in GEUS |, GEUS 2 and
GEUS 3. Consequently. it appears that the volume of the droplet governs the snap-off mechanism,

g

dthroat
dchamber

Figure 3.7 Snap-off by Roof (1970). Water enters the constriction and chokes the oil filament off. The curvature
of the interface can be evaluated at various points along the length of the oil filament by the Young-Laplace
equation, For static conditions the curvature of the oil-water interface must be the same everywhere.

3.4.5 Snap-off in Pore Throat

The snap-off event inside the network of GEUS 1, GEUS 2, and GEUS 3 micromodels was
effectively suppressed by [;- and l;-mechanisms due to the short lengths of the pore throats.
However, several authors (cf. Lenormand et al., 1982) have observed snap-off inside a pore throat.
The critical pressure is quite easy to derive for a square cross-section and thus easy to implement in
a quasistatic network model described in Chapter 4.
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Consider now the fluid configuration shown in Figure 3.1. Assume that the capillary pressure has
decreased causing a smaller curvature of the fluid interface. The nonwetting fluid collapses at a
critical capillary pressure where the two arc menisci intercept the porewall at the same point. The
critical pressure for snap-off can be derived for a square cross-sectional pore by simple geometric
consideration, assuming small curvature in the longitudinal direction of the pore throat, as

: snap-off’ _ COS(HHW )_- Si“((; W ) /
s Ll = = (3 I"”
,,nnw

L.enormand et al. (1983) stressed that piston-like displacement is always favored over snap-off in a
pore throat and that snap-off only takes place when piston-like motion is not possible for
topological reasons i.e. no head meniscus is present in the pore throat. The snap-off mechanism is
sensitive to the supply of wetting phase to perform the snap-off. Thus, in reality snap-off is often
controlled by the access to the wetting phase and. consequently. the potential for the mechanism
might be significantly lower than its counterpart corresponding to globally imposed phase pressures.
Consequently, the snap-off mechanism may be inhibited in systems where transport of the wetting
phase is controlled by film flow.

3.4.6 Double Displacement Mechanisms

In order to determine the critical pressures associated with double displacement mechanisms one
has to consider six elementary double displacement events, see Figure 3.8 (c¢f. Blunt and Fenwick,
1995). These elementary displacement events may be either drainage or imbibition process. Also,
the combination of the elementary processes may lead to an overall drainage or imbibition process.
However, only double drainage, double imbibition and oil-dragging gas was observed in GEUS 2
micromodel during the WAG injection. The oil-dragging-gas mechanism can be classified as
imbibition drainage with overall drainage (DID) in the scheme of Keller et al. (¢f. Figure 3.8).

Double drainage and double imbibition are indeed the most common double displacement
mechanisms (Keller et al., 1997). Keller et al. (1997) observed oil displacing water displacing gas
which was referred to as drainage imbibition with overall imbibition (IDI) and gas displacing water
displacing oil which was referred to as drainage imbibition with overall drainage (DDI). The latter
mechanisms were only observed prior to oil contacting the gas phase. One of the reasons why not all
theoretical displacement mechanisms have been observed is that some pore-level double
displacement mechanisms are local phenomena. Consequently. they are only possible when one of
the phases is restricted in its movement causing a build up of a local pressure gradient. The
quasistatic flow condition is therefore a global condition that is not always fulfilled on the local pore
level.
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Gas ) Ol =) Water Double Drainage (DD)

Water wep Ol )  (Gas Double Imbibition (II)

Qil s Water wesp  Gas Drainage - Imbibition with overall Imbibition (IDI)
Qil ) (Gas wem)  \Vater Imbibition - Drainage with overall Drainage (DID)
Gas ) \Water wemp Qi Drainage - Imbibition with overall Drainage (DDI)
Water =  Gas wp Ol Imbibition - Drainage with overall Imbibition (lI1D)

Figure 3.8 List of admissible double displacement mechanisms, The arrow indicates that phase 1 to the left
displaces phase 2 which again displaces phase 3 to the right. The last two letters in the parenthesis indicate the
nature of the elementary displacement mechanisms where D stands for drainage and / for imbibition, The first
letter indicates the combined nature of the two elementary processes.

There are two separate critical pressures that control the possibility for a double drainage
displacement mechanism.,

The critical pressure for the primary event of gas invading oil is given by

P! (3.13)

critical = ’Jl'fh'l'i‘.'{k' 3
where Pepy, o 18 the critical pressure for gas entering an oil filled pore throat.
The critical pressure for the second event is for oil invading a water filled pore which is given by

,(;'qu al - 'IJ«-JJ_{r'v,rpll' 3 (3 . l 6)

where Poury, o is the critical pressure for oil entering the water filled pore throat. In this case the
critical entry pressures can be calculated by eq. (3.13). It should be noted that oil needs not to be
continuous to the outlet chamber and the oil pressure does not necessarily have to be known for
calculation of the potential of the displacement mechanism because the potential is related to the
pressure drop of the gas and water phase.

[t should be stressed that the oil phase involved in the two elementary displacement mechanisms
must be continuous between the locations of the primary and the secondary event. Moreover, when
a large oil cluster is invaded by gas the oil may have several options of pores from which water can
be displaced. However, the location where the water phase is displaced is the one with the largest
displacement potential. The potential of the double displacement mechanism is readily calculated by
€q. (3.12) once the critical pressures are known.

The critical pressures used to calculate the potential of the double imbibition mechanism are defined
by the critical pressure of the first imbibition mechanism minus the critical pressure of the second
imbibition mechanism. Like in the case of the double drainage displacement mechanism. the oil
phase must be continuous between the locations of the primary and the secondary event. Double
imbibition displacements may occur for combinations of different imbibition mechanisms. In other
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words, the primary and the secondary imbibition mechanism could be a combination of a piston-like
imbibition of a throat, an [,- or an [,-mechanism. Consequently, quite a few combinations for
double imbibition may exist.

The criterion for the oil-dragging-gas displacement mechanism is different from the other three-
phase displacement mechanisms presented. The criterion for the oil phase entering the pore throat is
straightforward and can be calculated by eq. (3.12). However, the criterion for the gas entering the
pore throat is that the local difference in pressure between the oil phase and the gas phase exceeds
the entry pressure of the pore throat for an oil-gas piston-like drainage displacement. Thus, the oil-
gas displacement criterion is a local condition. Consequently, the phase pressures are controlled by
the conductance of oil in the region separating the oil-gas and the oil-water menisci.
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4. Quasistatic network simulator

4.1 Introductory remarks

The network simulator developed in the course of this project controls the saturation in a two-step
procedure: (1) modification of the global capillary pressure across the oil-water or the oil-gas
interfaces: (2) performance of discrete pore-level displacement mechanisms. More precisely, for a
given change in capillary pressure the network simulator follows a five-step algorithm: (a) the
critical capillary pressure is selected; (b) all admissible transport mechanisms are looked: (¢) the
mechanism with the highest critical capillary pressure is chosen: (d) the selected transport
mechanism is activated: (¢) pore contents are updated leading to a change in fluid saturations.

Another function of the network simulator is to keep track of the continuity of the fluid phases in
the porous network and to examine the stability of oil layers separating the aqueous and gas phases,

Fluid saturations in the pore space are determined by analyzing the distribution of the reservoir
fluids within a specified section of the pore network. Each pore is assigned one of the basic fluid
phase configurations containing either one, two, or three phases in the pore. Calculations of the
saturation at the pore-level are based on the fluid configurations shown in Figures 3.1 and 3.2 It
should be noted that fluid saturations depend on the invasion history and the capillary pressures
associated with interfaces separating the coexisting fluid phases.

The relative permeabilities associated with a given saturation in the porous network are obtained by
assigning conductances to each phase in all the connections. The conductance of a phase depends on
the fluid phase configuration, the capillary pressure and the continuity of the phase in the porous
network. The pressure field in the porous network is determined by adopting the analogy of the fluid
conductance to a conductance of a network of electrical resistors. Finally, the relative permeability
of a fluid phase is obtained by inserting the pressure drop and the flow rate to Darcy’s law extended
to the multiphase flow.

The network simulator is set up on a regular lattice in two or three spatial dimensions. The number
of nodes in each direction is /x, /v. and /z. The total number of nodes is N = [x-/y-/z. The distance
between the nodes. L. 18 set equal to a lattice constant. Each node is connected to four or six other
nodes for the two- and three-dimensional network. respectively. The inlet face is represented by the
first row of nodes in the x-direction and the outlet face by the last row of nodes. Flow takes place
from the inlet face towards the outlet face. Periodic boundary conditions are imposed on the faces
transversal to the flow direction in order to reduce the finite size effects.

The nodes represent pore chambers and the links between the nodes stand for pore throats. Pore
sizes are described by the uniform distribution function with the limiting values given by 7/ v, Femax
and 7, . #emin for the pore chambers and the pore throats, respectively.

The cross-sectional areas of the pores are assumed to be squares with half angles of the corners a =
n/4 and the roundness r; = 0. The pore chambers are assumed cubic and the length of the pore
chamber /. is thus given by the size of the pore chamber while the pore throats are assumed to be
tubes with length /, calculated as the node distance minus the size of the connected pore chambers.
For a more detailed description of the network model the reader is referred to Appendix A.
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4.2 Basic Fluid Configurations and Stability of Oil Layers

The coexistence of three fluid phases in a single pore was described in section 3.1.3. The cross-
sectional area of the oil layer was calculated using eq. (3.9) and the curvature of the oil-gas interface
by eq. (3.7). As pointed out in the Chapter 3. the stability of the oil layer depends on equilibrium
spreading coefficients (cf. eq. (3.4)), contact angles. and the cross-sectional geometry of the pore.
By analyzing the admissible two- and three-phase fluid configurations described in Chapter 3. one
can establish that there are 4 basic configurations of fluid phases in square-sectional pores (cf.
Figure 4.1).

1. Water

2. Oil - Water

3. Oil - Water - Gas

4 Water - Gas

Figure 4.1 The four basic pore-scale phase configurations implemented in the quasistatic network simulator.
Water can occupy an entire pore, oil, water, and gas can coexist in a pore, and all three phase can coexist in a
pore provided that the oil layers are stable.

Stability of the fluid configurations depends on properties of the capillary pressure functions
associated with the oil-water and oil-gas interfaces, tfluid propertics and pore geometry. The
stability criterion for the two-phase configurations (configurations 2 and 4) is that the capillary
pressure between the coexisting phases cannot be lower than the critical pressures of the snap-off
imbibition mechanisms. Similarly, the oil-gas capillary pressure must be larger than the critical
pressure for snap-off of the gas phase in the configuration 3 pores.

[n an unconfined space oil in the presence of gas and water either forms lenses or spreads at the
water-gas interface. More precisely, for the equilibrium spreading coefficient smaller than zero. oil
forms lenses while it spreads as a thin wetting film for the equilibrium spreading coefticient equal
zero. Experimental results have shown that residual oil saturations less than 10% for systems with
(nonequilibrium) positive initial spreading coefficient can be obtained (cf. Fenwick and Blunt, 1996
a. Oren and Pinczewski. 1994 and Vizika and Lombard. 1996). The high recovery efficiency was
attributed to the dynamic effect due to spreading of oil at the water-gas interface ensuring hydraulic
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continuity of the oil phase in the pore space. The importance of hydraulic continuity of the oil phase
for low saturations of the oil phase has been stressed by several authors (Kantzas et al., 1988 a and
b, Chatzis et al., 1988 a, Oren et al, 1992, Kalydjian et al., 1993, Zhou and Blunt, 1997, Blunt et al..
1995 and Fenwick and Blunt, 1998). Moreover, the presence of oil layers has important
consequences for the gas phase. More precisely, the gas phase cannot destroy continuity of oil by
breaking up a connected oil cluster into a number of smaller. individual clusters.

Several experiments described in the literature have shown that low residual oil saturations can also
be obtained for fluid systems with negative initial spreading coefficients. Moreover, the gravity
drainage experiments described in the literature indicate that the rate of oil production is much
higher than can be justified by film flow where the typical dimension is in the order of nanometers
(Blunt et al., 1995). The above conclusions are consistent with the calculations performed by Dong
et al. (1995) who argued that oil may exist as stable layers in the corners of angular pores even
though the equilibrium spreading coefficient is less than zero. The thickness of the oil layers is of
the order of microns and can thus account for the higher drainage rates observed during gravity
drainage experiments.

Blunt and Fenwick (1995) developed a simple criterion for stability of an oil layer used in their
quasistatic network simulator, This stability criterion operates with the distance from the corner of a
pore to the intersection of the oil-water interface with the porewall, L, and the distance to the oil-
gas intersection with the porewall, L, (cf. Figure 4.2). Calculations of Z,, and L, are based on
geometric considerations. In particular, L, and L,, depend on contact angles 6,, and &,,, the half
angle of the wedge @, and the curvature of the fluid interfaces r,, and r,.
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Figure 4.2 Calculation of the critical ratio of interfacial curvatures based on the distance between the corner and
the oil-water interface and oil-gas interface intersection with the porewall.

The point where L,,, = L, is characterized by the critical ratio of the interface curvatures R, given by
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The ratio of the interfacial curvatures R of the oil-water interface and the oil-gas interface is defined
as

Thus. for the ratio of interface curvatures smaller than R, the oil layers are stable while for larger
ratios of interface curvatures the oil lavers are unstable.

[n the network model where all pores have the half angle of & = 45°, the critical ratio of interface
curvatures is the same over the entire network and can be calculated at the beginning of the
simulation. Moreover, the ratio of interface curvatures during simulation is given solely by the
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global capillary pressures because the interfacial tensions of the phases are constant during the
simulations.

4.3 Continuity of Fluid Phases

Continuity of a fluid phase in a pore has an impact on the following two fluid properties: (1)
connectivity of the phase to the inlet or outlet: (2) the location of discontinuous clusters. A phase
may be connected to the inlet or the outlet, which ensures that the phase responds to changes in
global capillary pressure i.e. the saturation, may gradually change in response to the external
pressure changes. Also. the phase may participate in pore-level displacement mechanisms (cf.
Figure 4.3). Fluid phases connected to both the inlet and the outlet contribute to conductance of the
phase through the network. An isolated phase does not contribute to transport of the phase and is
considered as being immobile except for the case of the oil phase participating in double
displacement mechanisms.

The water phase is assumed to be always continuous in the pore space because the water phase wets
the surface of the pores. Consequently, only the continuity of the oil and gas phase needs to be
checked. The continuity of the phases is checked after each pore-level displacement event. More
precisely, following a pore-level displacement the contents of the pores are updated and each pore is
assigned one of the 4 possible phase configurations. It should be noted that updating the continuity
status of a phase residing in the pore network follows every pore-level displacement mechanism. In
fact, any single pore-level displacement event resulting in a break-up or coalescence of oil clusters
may change transport properties of the oil phase.
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Figure 4.3. Continuity properties of the oil phase in a 50 x 50 network. The water phase (blue) is always
connected to the inlet and the outlet face of the network. However, oil may be connected either to the inlet face
(red cluster), the outlet face (green cluster) or connect the inlet and outlet by a spanning cluster (yellow cluster).
Moreover, oil may be isolated in ganglia (not shown). It should be noted that only the spanning cluster
contributes to the transport of reservoir fluids. The clusters containing gas can be characterized in the same way.

[n computer algorithms implementing network models, integer labels are assigned to all pores
containing oil. Each pore containing oil is then checked to find out whether it is in direct contact
with another pore containing oil. If this is the case, both pores are assigned the smaller label value
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of the two labels. The network is traversed until no more pores are assigned smaller label values.
The result is a labeling of all the oil clusters in the network by an integer. The gas phase is labeled in
a similar manner. The algorithm for labeling the clusters is rather slow because several sweeps of
the network is necessary before all pores belonging to the same cluster have been assigned a single
label value. The algorithm may be significantly reduced by starting out with the old label values and
Just assign new label values to the pores where a pore-level displacement has caused a change in
content of a pore.

As soon as all the clusters have been labeled. the connection of the phases to the inlet or the outlet is
checked by simply checking whether a pore has a cluster label which can be found on either the
inlet, outlet or both faces of the network.

4.4 Critical Pressures of Pore-scale Displacement Mechanisms

The mechanisms observed in the micromodel experiments described in Chapter 3 were
implemented in the network simulator except for the oil-dragging gas mechanism. Moreover. the
snap-of mechanism was implemented because unstable fluid phase configurations may otherwise
develop in the network. The parameters needed for the determination of critical pressures of the
single event displacement mechanisms are the interfacial tensions between oil. water and gas ooy,
o, and oy, and the contact angles 6,,. 6,, andé,, which are given as input parameters. Single
displacement mechanisms are allowed for both oil-water, gas-oil and gas-water interfaces.

The double drainage (DD) and double imbibition (II) have been defined as admissible double
displacement mechanisms. Moreover, direct drainage and imbibition are allowed. The oil-dragging-
gas mechanism has not been implemented because the calculation of the critical pressure for that
mechanism to occur requires knowledge of the local pressure conditions, which was not determined
in this project.

The choice of pore-level displacement mechanism includes two stages: (a) establishment of the
criteria for a pore-level mechanism to occur have been met; (2) calculation and comparison of the
pore-level displacement potentials (critical capillary pressures). Calculation of critical pressures of
the single displacement mechanisms involving oil-water, oil-gas and gas-water can be performed
and stored prior to commencing the tracking the macroscopic saturation trajectory. Moreover, each
displacement mechanism may be ordered according to its critical pressure.

The two-phase displacement mechanisms in pore throats include the piston-like drainage and
imbibition with critical pressures determined from eq. (3.10) and eq. (3.12), respectively. Also, the
snap-off mechanism with the critical capillary pressure calculated from eq. (3.14) is implemented.
For the pore chambers the two-phase displacement mechanisms include I- and I,-mechanisms using
the critical pressure given by Fenwick and Blunt (1998) given by eq. (3.13) with ;= 2.0 and C> =
[.25. Allowing the piston-like drainage of pore chambers and calculating the critical pressure from
eq. (3.10) incorporates Haines' jumps. The sizes of the pore chambers are significantly larger than
the pore throats. Consequently, piston-like drainage of a pore throat is naturally followed by piston-
like drainage of a pore chamber in agreement with micromodel observations of the Haines™ jump
event.

The critical pressures of the double displacement mechanisms are calculated by summing the
critical pressures of single displacement mechanisms. In particular, the critical pressures for double
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imbibition mechanisms are calculated as superpositions of the snap-off, [,-mechanism, [—
mechanism, and piston-like imbibition displacement mechanisms. This leads to quite a few possible
combinations for double imbibition displacements. Te critical pressures for double drainage
mechanisms are calculated by summation of their counterparts for two piston-like displacements.

Peow

® Piston-like drainage
Snap-off
- I;-mechanism

g l-mechanism

m Double drainage

— . @mDouble imbibition

O —O— —0 Pcog

Figure 4.4 Critical pressures of pore-level displacement mechanisms depicted in the capillary pressure space for
a pore throat and a pore chamber. It should be noted that critical pressures assigned to imbibition mechanisms
are negative with their absolute values depicted in the figure. The oil-water displacement mechanisms are shown
as horizontal dashed lines, oil-gas mechanisms as vertical solid lines, and gas-water mechanisms are depicted as
dotted lines with the slope equal to-1.

The fluid saturations of the micromodel’s pore network are controlled by the change in global
capillary pressure associated with the three phases. The change of the capillary pressure is described
by summing two quantities: the change in oil-water capillary pressure P, and the change in oil-gas
capillary pressure P.,,. More precisely, the total capillary pressure between water and gas, P, 1s
calculated as the sum of the oil-water and oil-gas capillary pressures.

P cwg Peow + P cog (4.3)

where Poow, Peoy . and Py, are the global capillary pressures. The absolute values of the critical
pressures of single displacement mechanisms can be depicted in the capillary pressure space as
horizontal and vertical lines for the oil-water and oil-gas displacement mechanisms, respectively (cf.
Figure 4.4). The water-gas displacement mechanisms can be depicted as lines with slope -1
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corresponding to a certain global water-gas capillary pressure. The absolute value of the critical
pressures for double imbibition mechanisms are also lines that require a certain water-gas capillary
pressure to be activated. Similarly, the double drainage mechanisms require a certain water-gas
capillary pressure in order for the displacement mechanisms to occur and the critical pressures are
thus also lines with gradient —1 in the capillary pressure space.

Thus, when the capillary pressure is changed in the network simulator. either for the oil-water
interface or the oil-gas interface, a number of criteria regarding the critical pressures may be met
and new displacement mechanism become possible. The choice of mechanism then depends on
which displacement mechanism has the largest critical capillary pressure.

In order for two-phase drainage and imbibition displacement mechanism to occur the displacing
phase must be connected to the inlet and the displaced phase to the outlet of the network,
Discontinuous phases can not be mobilized by two-phase displacement mechanisms. For double
displacement mechanisms the displacing phase of the primary event and the displaced phase of the
secondary event must be connected to the inlet or the outlet of the network. Moreover, the phase
being displaced in the first event must be connected to the phase displacing the third phase in the
second event. In other words. one can not displace an oil ganglion and obtain a second displacement
process involving a different ganglion.

It should be noted that double displacement mechanisms may lead to volume inconsistencies in the
network model (cf. Mani and Mohanty. 1998). This is due to the fact that volume changes of the
phases involved in the elementary events constituting double displacement mechanisms are in
general different. More precisely, consider a double drainage mechanisms where gas displaces oil
from a pore chamber. The displaced oil subsequently displaces water from another pore chamber. In
general, the sizes of the pore chambers are different and thus they have different volumes.
Consequently, the computational effort required to keep track of different volumes of the
disconnected phases can be quite extensive.

4.5 Algorithm for Choosing Pore-level Displacement Mechanisms

The algorithm for the selection of pore-level displacement mechanisms is based on a prespecified
set of capillary pressure functions, Py, Peog. and Py, The pore-level displacement mechanisms are
successively checked one by one to verify whether the pore mechanism is feasible or not. For the I;-
and [,-mechanism this includes checking that the right number of adjacent pores are filed with the
phase considered. For each pore the relevant continuity properties of the phases are checked and the
potential (critical capillary pressure) of the displacement mechanism is calculated and compared
against the maximum potential of the previously checked displacement mechanisms. [f the new
potential is larger than those assigned to those previously checked, it is selected as the next
displacement mechanism. The contents of the pores, which the selected displacement mechanism
affects, are updated and the continuity of the phases is examined. The sweeping of the network in
the search for the displacement mechanisms is quite laborious. Consequently. it limits the size of the
pore space in network simulators.
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4.6 Fluid Saturations in Pore Space

Phase saturations in the pore space are calculated for a specified section of the network limited by
two rows of nodes in the x-direction. The section is usually placed in the center of the network.
Alternatively, it can be placed in the part of the network close to the outlet to avoid inlet effects. The
volume of each phase is calculated for each pore as the cross sectional area of the phase multiplied
by the length of the pore. The volumes of each phase are summed over all the pores in the specified
section of the network and divided by the total pore volume of the section,
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where nygq 1s the total number of pores in the prespecified section of the network and A, 1s the cross
sectional area of phase / in pore /. The volume of discontinuous ganglia is calculated in the same
manner. The only exception was that the capillary pressure corresponding to the moment where the
ganglion became disconnected from the inlet or outlet face is used instead of the global capillary
pressure. Thus, the saturation changes due to changes in global capillary pressure only affect the
saturation of the continuous part of a fluid phase.

4.7 Tracking Macroscopic Saturation Path

Tracking the saturation path originating from the macroscopic simulator Syacro = (S macros Sw.macro) 15
conducted by controlling the movement in the global capillary pressure space (cf. Figure 4.5) by
imposing a capillary pressure on the network. At the microscopic level, movement in the capillary
pressure space requires that the network simulator follow the saturation trajectory originating from
the macroscopic simulator. Consequently, a difference in saturation of the network model S,., and a
desired saturation point of the macroscopic saturation trajectory Sp.e. larger than a specified
tolerance must be associated with a change in either oil-gas or oil-water capillary pressure in order
to control the saturation of the network simulator,

The task of finding a change in capillary pressure corresponding to the correct change in saturation
path is not trivial: in general, there exist no function relating points of the saturation triangle to
points in the capillary space. In other words, a saturation point can be obtained by more than one
path in the capillary space and a point in capillary space may correspond to different saturations
depending on the followed saturation path followed (cf. Fenwick and Blunt, 1996).

Considering the configuration of the phases in a single pore, it appears that the water saturation
decreases for increasing oil-water capillary pressure because the oil-water interface is pushed
towards the corner of the pore. Likewise, gas saturation increases for increasing oil-gas capillary
pressure because the oil-gas interfaces of the continuous parts of a phase are pushed outward. These
observations are in agreement with the plot of the displacement mechanism in the capillary pressure
space (cf. Figure 4.4). Increased oil-water capillary pressures lead to the displacement mechanisms
where oil displaces water and increased oil-gas capillary pressure leads to the displacement
mechanisms with gas displacing either oil through single displacement mechanisms or water
through single or double displacement mechanisms. The oil saturation depends on both the oil-water
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and the oil-gas capillary pressures. However. it is indirectly given by the saturation of the water and
the gas phase. Experience derived from using the developed tracking algorithm indicates that
adjusting the capillary pressure of the oil-water interface accelerates the tracking of the macroscopic
saturation trajectory by the network simulator,
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Figure 4.5. Tracking the saturation path. The goal of tracking is to control the saturation change in the network
model by moving from the current saturation of the network §,,, to the next point on the macroscopic saturation
trajectory $*"'. Tracking is performed by modifying the global capillary pressure from P."" to P,

Tracking of the macroscopic saturation trajectory by a network model ends either when all points of
that trajectory have been “visited™ in a correct sequence, or when the residual saturation of oil or gas
has been reached. The residual saturations of oil or gas are obtained when either gas or oil can no
longer be displaced from the pore network in spite of the fact that this is required in order to
continue tracking of the macroscopic saturation trajectory.

The * tracking rules’ can be summarized in the following algorithm.

IF Su.net> Swmacro = Increase Peow = GOTO §

ELSE IF Sy set < Sv.macro = Decrease Peow = GOTO 5

ELSE IF Sgner> Sgmacro = Decrease Peoy - GOTO 5

ELSE IF Sgper < Sgmacre = Increase Peoy - GOTO 5

Perform displacement mechanism with largest potential

Calculate S,

IF | Sper-Smacro | 2 > Tolerance GOTO 1 ELSE continue to next macroscopic saturation point.
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The tolerance of the saturation deviation was typically set to 0.5 saturation units where the deviation
was calculated as the two norm of the vector S,.=Smacro.

4.8 Determination of Relative Permeabilities

The relative permeability functions are determined for a limited section of the pore network. More
precisely, the total flow of each phase through the network is determined by solving the pressure
field of each phase for a given pressure drop across the conducting cluster. The conductance of a
phase in a connection between two node points depends on the content of the pore, the capillary
pressure between the phases, and the continuity of the phase. Conservation of volume is then
invoked at each node point under the assumption that the phases is incompressible. Once the
conductances of the phases have been established for all the connections, the pressure field can be
found by solving the equation system

G P=Q, (4.5)

where G is the conductance matrix, P the pressure of the node points, and Q is the flow rate vector
representing the boundary conditions. The equations are linear and unlike the dynamic simulator the
conductance matrix does not depend of the pressure solution because the capillary pressure is
assumed fixed. As soon as the pressure ficld has been solved, the flow rate and the pressure drop
can be inserted into Darcy’s law for multiphase flow and solved for the relative permeability of the
phase. The absolute permeability of the network is determined at the beginning of the simulation by
assuming that all pores are filled with water.

The conductance matrix depends on the content of the pores and the continuity of the flowing phase.
[t is thus only necessary to solve the pressure field for the spanning cluster. which reduces the size
of the conductance matrix. In principle, it is only necessary to determine the pressure field for the
backbone of the cluster, because the “dangling” bonds do not contribute to flow of the fluid phase
through the network. In particular, it should be noted that if no spanning cluster connecting the inlet
to the outlet exists in the network for a given fluid phase. the conductance of that particular phase is
zero. Consequently, the relative permeability is also zero.

Moreover, the linearity of the matrix equation (4.5) makes the relative permeability independent of
the viscosity of the phase. Thus, the relative permeability only depends on the distribution of the
coexisting phases within the network and the capillary pressure i.e. the path followed in the
capillary pressure space.

4.9 Relative Permeability of Water Phase

The water phase is assumed to be connected throughout the network. Thus, all four basic fluid
configurations (cf. Figure 4.1) must be considered when calculating the conductance of water
between two nodes. In the configuration 1 where water is the only phase present in a pore the
conductance is calculated as
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8.ph "
P (4.6)
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where [, is the length of the pore and the effective radius rujicie 18 given by eq.(A-6). For the
configurations 2 and 3 the conductance of the water phase is given by

g, = At (4.7)

zop, ol o
where r,, is the curvature of the oil-water interface given by, A, the area of the water phase and f is
the dimensionless resistance factor introduced in Section A.3.1. Calculation of the conductance of
the water phase for configuration 4 is similar to eq. (4.7) with the exception that r,, is replaced by
the curvature of the gas-water interface r,,, given by the capillary pressure of the gas-water interface
Pocs.

[t should be noted that for pores where disconnected oil or gas ganglia are present the curvature of
the oil-water interface and the gas-water interface is in reality unknown because the capillary
pressure of a ganglion is a local capillary pressure which is not related to the global capillary
pressure. Therefore the curvature of the oil-water or a gas-water interface is calculated based on the
local capillary pressure. The local capillary pressure is assumed to be given by the global capillary
pressure at the moment the ganglion became isolated.

4.10 Conductances of Oil and Gas Phases

The pores belonging to the configuration 2 and the configuration 3 pores may conduct the oil phase.
In the configuration 2 pores the conductance of the oil phase is given by eq. (4.7) where the
effective radius is given by eq.(A-19). In the configuration 3 pores the conductance of the oil phase
is calculated by

(4, +4,) 2}

T = (48)
/3 “H, '/,'nnr'r'

Lo

where 4, +4, is the sum of the area of the oil phase and the area of the water phase in the pore.
Thus, the conductance is given by the total conductance of the oil and water phases as if there was
no interface present minus the conductance of the water phase. Thus, it is inherently assumed that
the presence of the oil-water interface does not affect the conductance of the oil.

The conductance of the gas phase is calculated by use of eq. (4.6) where the effective radius is
calculated by eq. (A-19) using the area of the gas phase instead of the oil phase. In the configuration
3 the area of the gas phase is calculated based on the position of the oil-gas interface while for the
the configuration 4, the area of the gas phase is calculated based on the position of the gas-water
interface.
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4.11 Conductance of Connection

The conductance of an entire connection is given as the sum of the resistance to flow of the pore
throat and the two connecting pore chambers

l
gml.:l.u ' ] [ | (49)
+ s

Schamber i gihr'mu A gvlu‘mrhw' /

Thus. the conductance between two nodes is a function of the contents of the two pore chambers
and the connecting throat. It should be noted that the conductance of the water phase in pores with
gas or oil connected to the outlet or inlet is independent of the size of the pore. In other words. given
the curvature of the oil-water interface and the gas-water interface, the conductance of the water
phase is given by the half angle of the pores alone which is constant for a similar pore geometry. In
other words. the relative permeability of the water phase is controlled by the geometry of the corners
at low water saturations.
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S. Macroscopic reservoir model and three-phase transport

A simple 1-D ECLIPSE model has been set-up for the study of WAG injection into an oil reservoir.
[t is assumed that the reservoir is horizontal and homogeneous with a uniform initial saturation
distribution. The three phases are incompressible, the fluid and rock properties are constant and the
saturation functions are simple Corey type power functions. We use the same values as do
Marchesin and Plohr (1999) except for the capillary pressure. which is set to zero in order to
facilitate theoretical analysis. Two injection wells. one for water injection and one for gas injection,
are located in the first grid cell. One producer is located in the last grid cell. The simulator input
data are:

5.1 Reservoir Dimensions and Grid

Reservoir dimensions; Le=L,=L-=1.m
Grid cell numbers: ne = 1000, n, = n-= |
Grid cell lengths: Ax=0.00lm, dy =4z=1. m

5.2 Rock Properties

Porosity: @ =02
Absolute permeability: K=100. mD
Rock compressibility: Crock = 1.E-6 1/bar

5.3 PVT Properties

The oil is dead and the gas is dry.

Viscosity of oil: Ho=10¢p
Viscosity of gas: Uy = 0.3 cp
Viscosity of water: uw =0.5cp
Formation volume factors: B, =By =B, =1.

5.4 Saturation Functions

All critical and irreducible saturations are zero.

Relative permeability of water: &, = SW: (5.1)
Relative permeability of oil: ko = So°
Relative permeability of gas: kg = Sg° (5.

Capillary pressure: Deow = Pego = 0. bar
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5.5 Initial Conditions

Pressure: p(x.0) = 1. bar
Oil saturation: So(x,0) = 0.76
Water saturation: Sw(x.0) =0.16 or 0.10
(ias saturation: Sefx.0) = 0.08 or 0.14

5.6 Operating Conditions

Each WAG cycle comprises of 67% water followed by 33% gas. During cach cycle 1/100 of the
pore volume is injected. The total number of cycles is 40. The pore volume is 0.2 m”,

5.7 Results

Figure 5.1 shows the calculated saturation distributions after injection of 0.4 pore volumes. In both
cases the left state is the same corresponding to the injection condition 67% water followed by 33%
gas while the right states are still undisturbed and equal to the initial conditions. In Figure 5.2 are
shown the calculated saturation paths.
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Figure 5.1 WAG_67_33 axial saturations after injection of 0.4PV

Initial conditions: {Sw, 5g, 5o} = (0.10,0.14,0.76)
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Figure 5.2 WAG_6733 saturation paths for two different initial conditions
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Considering that the two cases are pretty close to each other the calculated solutions are remarkably
different. In order to understand what happens reference is made to Figure 5.3 which shows possible
rarefactions, i.e. continuous solutions of the hyperbolic conservation laws, corresponding to the fast
and slow characteristic speed. respectively. The two sets of curves are defined as described below.

Figure 5.3. Rarefaction curves for the fast (left figure) and slow characteristic speeds.

The fast and slow characteristic speeds are equal to the eigenvalues of the matrix A, where
ovy  Ovy
Sy OSg ;

vy Ovg
88y 0Sg

A A .
"4:| A | 64

The eigenvalues are

1 s %
A, A = - {AI |+ 422 2. (A)] = A22) + 441247 } (5.5)
The corresponding eigenvectors (x;, 1) " and (1, x») are given by

" Apr (A -4) (5.6)

RETE S
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A=A A :
x:=-( 1L =4A) __ A (5.7)
A2 (A2 - 4)
where A =1, A;
Now. the conservation laws in the quasilinear form can be written as follows
oS oS a
+ A4 ) =0, (5.8)
ot Ox
Substituting in ¢q. (5.7)
X "
u= (3.9)
t
leads to the following equation which the rarefactions or continuous solutions must obey:
-{4.-4—11,;}“! =0 (5.10)
du
where / is the identity matrix. This means that the two eigenvectors are
" ds.,, dSe ;
! = const] oW "‘l (5.11)
du  du J
and hence
ds .
=t (5.12)
ds g
ds
Xy = —= (5.13)
dSw
€0s.(5.6). (5.7).(5.12) and (5.13) then show that
= Ag - bgg =) (5.14)
dég (411 =4) As
i];\'j’r =7(.“Il|‘fi)=ﬁ .“‘2[ (5'5)
dsy, A2 (422 -4)

Now, each of the rarefaction curves in Figure 5.3 are calculated by integrating either eq. (5.14) or

eq. (5.15) from 0.0 to 1.0 with the eigenvalue 4 equal to £; and 4>, respectively.
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The point in the saturation space where the two eigenvalues. eq. (5.5) are equal is called the umbilic
point. It can be shown (Trangenstein (1988)) that when the relative permeabilities are all of the
Corey type, as are eqs. (5.1) = (5.3) then the umbilic point is given by

Su.0 = - (5.16)
Ho + Hg + Hy

Su.g - “e (5.17)
Ho + g + Hy

. .. (5.18)

Ho + Hg + ty

Now we return to the two quite different solutions obtained corresponding to the two sets of initial
conditions, Figures 5.1 and 5.2. In the first case with (Sw. Sy) = (0.16. 0.08). This solution has the
classical wave structure consisting of a slow wave group and a fast wave group (Marchesin and
Plohr (1999)). The slow wave group comprises a slow rarefaction fan from the state S” to the state
$* (see Figures. 5.2 and 5.3) and an adjoining slow shock wave from S* to the constant state S°. The
fast wave group is a Buckley-Leverett shock wave, i.¢. an oil bank from 5” to the state S*.

[n the second case with the initial state (S,. S,) = (0.10, 0.14) the solution is different, containing
three wave groups. The slow wave group contains only a rarefaction fan from §” to ' | see Figures
5.2 and 5.3. The fast wave group is a Buckley-Leverett shock from §” to §*. Between the slow and
fast wave groups is a transitional shock wave with left state $* and Right State 5”

Now, Marchesin and Plohr (1999) observe that the amplitude of the transitional wave is larger than
the amplitude of the fast shock wave and conclude that the transitional shock wave makes a
substantial contribution to total oil recovery. This conclusion is however not substantiated by the
results presented in the paper and neither by our results. The total oil recovery after injection of 0.4
pore volumes in the first case with (S, S,) = (0.16, 0.08) where no transitional wave occured is in
fact 2% larger than in the second case (Figure 5.1).

Another thing is. that some of the parameters used in the present example are not very realistic in
relation to Danish chalk reservoirs. The gas viscosity is much too large and the capillary pressure is
neglected. Consequently. new calculations were run with the gas viscosity x4, = 0.03 ¢p and an oil-
water capillary pressure measured on a North Sea chalk plug. The results can be summed up as
follows:

e Due the high capillary pressure the front of the injected water is smeared out and the transitional
waves disappear. The cumulative amount of oil produced at a given time is however, more or
less unaffected.

® The reduced gas viscosity smears out the front of the injected gas, whereas the height of the
waterfront is increased. The transitional wave still exists but it moves slower and the cumulative
amount of oil produced at a given time is somewhat smaller. After injection of about 40% pore
volume the total amounts of oil produced are 54% and 43%, respectively.
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6. Multiscale modeling of relative permeability functions

6.1 Introduction

Hydrocarbon reservoir simulators describe transport processes at the scale of a grid block (~1000
m’). However. relative permeabilities are measured in laboratory experiments using small plugs cut
from reservoir core (~ 100 cm’ ). Thus, the characteristic size of a typical plug represents a minute
fraction of the total grid block volume. Consequently, a major task in performing realistic field
simulations is that of relating laboratory core measurements to the grid-block scale. This is the
upscaling problem reducing a multiscale system to a system with a single effective scale.

This chapter describes an alternative approach to modeling of relative permeabilities. In contrast to
upscaling, none of the models pertaining to a single scale would suffice to reliably describe the
entire system. More precisely. the modelling problem under consideration requires a very accurate
and computationally expensive description at one scale and a coarser description at another scale.
Consequently, the models pertaining to each scale are applied in combination to build a
comprehensive description of the entire system exhibiting multiple scales.

More specifically, this chapter deals with the application of two-scale modeling to determination of
three-phase relative permeabilities for gas injection and Water-Alternating-Gas injection processes.
respectively. It is assumed that a large separation exists between the two scales, and, consequently,
that they are weakly coupled. The models describing three-phase transport at the pore- and
macroscopic scales are formulated. The relative permeabilities determined from a computation at a
pore-scale are iteratively fed into a computation at a grid scale. At the fixed point of the iteration
procedure the selfconsistent saturation trajectories and the associated relative permeability functions
for three coexisting phases (oil, water, and gas) are determined. Finally. conditions under which the
iterative procedure leads to the selfconsistent three-phase relative permeabilities are discussed. In
particular, the class of relative permeability functions ensuring hyperbolicity of the model equations,
properties of transitional waves as the solutions to these equations, and their impact on hydrocarbon
recovery efficiency are described.
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6.2 Selfconsistent Relative Permeability Functions

Consider a one-dimensional horizontal reservoir of the extent of 1000 m (cf. Figure 6.1).

Macroscopic Flow Model

b

Y

1000 meters

Relative Saturation
Permeability Trajectory

So

K,

Sw
Mathematical Network Simulator

Sw

100 microns

Figure 6.1 Schematic diagram of the selfconsistent procedure. An initial guess of relative permeability is fed to
the macroscopic flow model, which generates a saturation trajectory. The saturation trajectory is followed by the
network simulator, which gives a set of relative permeability functions. The iterative procedure continues until
there is no more change in the saturation path.

Gias or water is injected in one end of the reservoir and oil is produced in the opposite end of the
reservoir. At the macroscopic scale (the characteristic size is approximately 100 m) the viscous
forces dominate and control the flow. The variation of water and gas saturations with position along
the reservoir, S, 1s small except for the region where the front of the displacement is advancing.
However, on the microscopic scale of a few thousand pores, even on the front, the saturation
changes are small and the saturation can be assumed constant. Thus, transport properties are mainly
governed by the capillary forces.

The macroscopic scale is represented by a horizontal, one-dimensional macroscopic reservoir model
set up on an ECLIPSE 100 simulator of three-phase fluid transport. The underlying reservoir model
neglects the capillary and gravitational forces. More precisely. the transport problem is described by
the classical Buckley-Leverett model extended to three-phase flow. The input to the macroscopic
model consists of three relative permeability functions and the viscosities of the three phases.
Moreover, the injection conditions are given by an injection sequence of water, oil and gas. The
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output of the macroscopic model is a saturation trajectory in the saturation triangle connecting the
initial and final phase saturations in the reservoir.

The microscopic scale is represented by a quasistatic network simulator. The sequence of the pore-
scale displacement mechanisms in the network simulator is controlled by a series of changes in the
capillary pressure associated with the curvature of the fluid phase interfaces. More precisely. the
sequence of changes in the capillary pressure creates a path in P - P space (cf. Figure 6.5). The

oo cow

two-phase displacements are limited to P, and P, axes.

cow [ 42]
The relative permeability functions for the three phases are calculated by the network simulator,
which determines the pressure field corresponding to a prespecified path in the capillary pressure
space. or in the saturation triangle.

More precisely, the applied procedure for obtaining selfconsistent three-phase relative permeability
functions for three-phase flow in porous medium is as follows:

I. Given initial conditions, injection conditions. viscosities of the phases, the network simulator
performs a displacement into three-phase region of the saturation triangle.

(]

The displacement results in a set of three-phase relative permeabilities tabulated as functions of
their own saturations for the selected path.

3. The tabulated values are input into a one-dimensional reservoir simulator based on Buckley-
Leverett model for three-phase flow, The reservoir simulator performs displacement for the
same initial and injection conditions. The resulting saturation path is obtained by plotting the
saturations of all grid plots on a ternary triangle.

4. The saturations paths produced by the network simulator and those determined by the reservoir
simulator are compared. If the two paths are different, the network simulator follows the path
obtained from the reservoir simulator. [f the paths coincide. the iteration stops.

The above iteration procedure was applied by Fenwick and Blunt (1997) for gas injection into a
waterflooded reservoir. By linking the relative permeability functions determined by the network
simulator to the macroscopic reservoir simulator and iteratively computing a saturation path, until
the relative permeability functions converged to a fixed point, the selfconsistent saturation paths and
the associated relative permeability functions were obtained. Thus, the relative permeability
functions create a link between the pore-level scale and the macroscopic scale.

[n another publication, Fenwick and Blunt (1998) emphasize the role of stable oil layers to ensure
high conductivity of the oil phase at low oil saturation for high recovery efficiencies in gas injection
processes.

Another recovery method. which received considerable attention, is the water-alternating-gas
(WAG) injection process. Its popularity is due to the increased recovery efficiency as compared to
the single-phase injection of either gas or water (Christensen et al., 1998). WAG injection on the
field scale leads to saturation trajectories on the pore level much different than those typical for gas
injection investigated by Fenwick and Blunt (1998). Consequently. trajectories in the capillary
pressure space are also much different from those appearing during gas injection, The goal of our
investigations of the iterative procedure for WAG processes has been to characterize the WAG
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trajectories in the saturation space, to investigate the role of oil layers on the microscopic scale, and
to evaluate their impact on recovery efficiency.

6.3 Macroscopic Three-phase Flow Model

Macroscopic three-phase flow model in two- or three spatial dimensions leads to complex flow
scenarios which depend on a large number of parameters such as gravity, capillary forces, injection
rate of water and gas and shape of the reservoir. Consequently. a number of simplifications of the
macroscopic model were necessary in order to establish a practical macroscopic model for the
iterative procedure. The adopted simplifications are as follows:

Negligible capillary forces,

Negligible gravitational forces,

[Incompressible phases,

Gas is insoluble in oil,

One-dimensional flow.

The mathematical model is thus reduced to specification of initial conditions for the phase
saturations, relative permeability functions, viscosity and an injection sequence of the fluid phases.
The solution to the one-dimensional three-phase Buckley-Leverett model is quite challenging and
far from understood (cf. Trangenstein, 1988). Consequently. it deserves to be reviewed for better
understanding of the behavior of the macroscopic model.

6.3.1 Three-Phase Flow: Buckley-Leverett Model

Under the assumptions stated above the pressure equations of the three-phase flow become
equivalent to the three-phase one-dimensional Buckley-Leverett model. By introducing
dimensionless time and space variables the conservation of the gas phase may be described by

o8, of
ia B/ SR (6.1)

ot ox

where S, is the gas saturation and /, is the fractional flow curve of gas. Similarly the conservation of
water is given by

oS of..
C “IIJ + (.fil- - (‘) . (6.2)
ot ox

where S, and f, are the saturation and fractional flow curves for water. The fractional flow functions
are defined as

Ko [ Mg
[ . ;. E— (6.3)
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where k.. ko and k,, are the relative permeability functions for water, gas and oil. g4, 1, . and u,
are the viscosities of water. gas and oil respectively. Only two fractional flow functions are needed
to describe the flow due to the restriction that the sum of the phase saturations must equal unity

St8s+8:= 1. (6.5)

For analysis of a given injection sequence such as gas injection or WAG injection, the Buckley-
Leverett model is referred to as the Riemann problem. The solution to the Riemann problem with a
given injection sequence depends solely on # = x/t and the initial saturations of the model. The

initial conditions and the injection sequence are given as a right state. describing the initial phase
saturations of the model, defined by

S(x>0,t=0)=8, = (‘“"; oH ) (6.6)

and a left state. describing the injection sequence, defined by

S(r<0,¢=0)=5, =(s’.5°). (6.7)

g+ w

By invoking the self-similarity 7 = x/t, the Riemann problem is transformed into an eigenvalue
problem given by

(Ai -”, -n ;‘f.u‘

o, A
bl o Bl (6.8)
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The resolution of eq. (6.8) leads to a quadratic equation. The solutions to eq. (6.1) and eq. (6.2)
propagate as waves through the medium with propagation speeds equal to the eigenvalues
determined by eq. (6.8). More precisely, the eigenvalues are given by

(Tf-n' Dj\.’
q\: T -\S. =a Y
oy, G,
g iy 2 y (6.9)
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The eigenvectors are given by
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(dS,, )
. _ (;‘f\u . (6.11)
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The eq. (6.1) and eq. (6.2) are said to be hyperbolic if all eigenvalues (cf. eq. (6.9)) are real. The
sign of the discriminant (eq. (6.10)) determines whether the ecigenvalues are real or complex.
Furthermore, if the two cigenvalues are different (£2 = 0) for all permissible saturation values, the
equations are said to be strictly hyperbolic. Finally, the equations are said to be genuinely nonlinear
if

=0, (6.12)

as e

A small Fortran program was written to evaluate the eigenvalues of different polynomial forms of
the relative permeability functions similar to those proposed by Sahni et al. (1996). The eigenvalues
of a Corey-type relative permeability function with identical viscosities of the three phases are
shown in Figure 6.2, The smaller eigenvalue corresponding to the minus sign in ¢q. (6.9) 1s called
the slow characteristic speed and the larger eigenvalue corresponding to the plus sign is called the
fast characteristic speed.

S0

Figure 6.2 Eigenvalue plot of a Riemann problem using Corey-type relative permeability functions and equal
viscosities of the phases. The left side shows the cigenvalues corresponding to the fast characteristic speed and
the right side the eigenvalues corresponding to the slow characteristic speed. The red dot indicates the location of
the umbilic point. The lines correspond to eigenvalues that are within 5 percent of the difference between the
maximum and the minimum eigenvalues,

6.3.2 Solution of Three-phase Buckley-Leverett Model

Solutions to the two-phase Buckley-Leverett model are constructed from two kinds of basic
solutions: shocks and rarefaction waves. Rarefaction waves are continuous solutions and shocks are
discontinuous solutions to the underlying Riemann problem. The solutions can be constructed by
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use of Oleinik chords or Lax's characteristics which are simple versions of the so-called entropy
condition. These conditions basically state that the solution of eq. (6.1) and eq. (6.2) must be the
limit of the flow problem including capillary pressure for capillary forces approaching zero (cf.
Trangenstein, 1988).

For three-phase Buckley-Leverett flow the construction of the solution is more complex. but still
involves rarefaction and shock waves. For strictly hyperbolic genuinely nonlinear equations the
wave solutions may be constructed by determining a constant state which connects the elementary
solutions (cf. Trangenstcin, 1988).

Unfortunately. the Riemann problem underlying three-phase Buckley-Leverett model is in general
neither strictly hyperbolic nor genuinely nonlinear. In fact, simple forms of the relative permeability
functions and certain combinations of phase viscosities can yield the so-called elliptic regions in the
saturation triangle where the eigenvalues are complex numbers corresponding to a negative
discriminant (£2 < (). On the boundary of the elliptic regions the cigenvalues are identical
corresponding to the discriminant being zero. For special types of relative permeability functions the
curve where the discriminant is zero is located at a single point called the umbilic point. The
umbilic point generally acts as the so-called organizing center for the solution of the Riemann
problem (Guzman and Fayers. 1996 and Marchesin and Plohr, 1999),

The location of the umbilic points and existence and extent of elliptic regions depends on viscosity
and relative permeability functions of the three phases. The variation of the eigenvalues can be
analyzed by considering the terms of the discriminant (eq. (6.10)). The first term of eq. (6.10)
contains the difference between the diagonal elements of the Jacobian matrix and is never negative.
On the other hand, it is equal to zero only when the diagonal elements are identical. The second
term can be either positive or negative depending on the viscosities of the phases and their
respective relative permeability functions. For oil viscosities much larger than the viscosity of water
and gas the term is positive for most the saturation space (Fayers, 1989). Consequently, an elliptic
region 1s small if it exists.

6.3.3 Special Types of Relative Permeability Functions

Because of the complexity of the solution to the Riemann problem underlying the three-phase
Buckley-Leverett model it is often necessary to use simple forms of the relative permeability
functions in order to study the effects of various parameters. Especially, Corey-type relative
permeability functions have been studied because they are easy to differentiate and generally capture
many features of experimentally measured relative permeability functions. A special feature of the
Corey-type relative permeability function is the absence of an elliptic region and the presence of a
single umbilic point (Marchesin and Plohr, 1999). For fixed relative permeability functions the
position of the umbilic point is determined by the viscosity ratios of the phases.

For the case where ki, = S,°, kny = S\ and k. = S,°, the position of the umbilic point can be
calculated analytically by insertion of the differentiated fractional flow curves into eq. (6.8). The
umbilic point given by

S =8 —”— (6.13)

and
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g al=3:§. Lo (6.14)

With increasing viscosity of a phase the umbilic point is attracted towards the vertex of the
saturation triangle of representing that phase. Thus, for fixed relative permeability functions the
umbilic point can be moved around the saturation triangle by change of viscosity ratios (cf. Figure
6.3).

Figure 6.3 Eigenvalues with Corey-type relative permeability functions. The viscosity of oil and water is 1.0 while
the viscosity of gas is 0.1. The umbilic point (red point) is ‘pushed away’ from the vertex of the saturation
triangle representing the phase which viscosity is lowered as compared to the other two phases.

6.3.4. Numerical Solutions to Riemann Problem

The solutions of the Riemann problem may be found by use of a numerical simulator such as the
ECLIPSE 100, which is a commercial reservoir simulator. Despite the possibility of encountering
elliptic regions it should be noted that the presence of elliptic regions does not necessarily leads
numerical problems. If the left and the right states of the solution to the Riemann problem are
located away from the elliptic region (Figure 6.4), the system behaves as if it were strictly
hyperbolic (cf. Bell et al., 1986). Numerical solutions indicate that in the case where the left or the
right state are located on either side of the elliptic region. stable meaningful solutions may be
obtained (cf. Bell et al., 1986 and Jackson and Blunt, 2000). This is also the case when either the
left or the right state is located within the elliptic region,

However, even though capillary forces have been ignored in the formulation of the problem. the
numerical discretization of the problem stabilizes the system because numerical diffusion has a
similar effect on the governing equations as inclusion of capillary terms in the governing equation.
In fact. introduction of capillary terms into problems where both the left and the right state of the
Riemann problem are located inside the elliptic region can have such a stabilizing effect ensuring
that smooth meaningful solutions can be obtained (c¢f. Jackson and Blunt, 2000).
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Figure 6.4 Sketch of elliptic regions (red) in the saturation triangle with different left and right states. Top left:
Both left and right state are far away from the elliptic region. Top right: Right state is located inside the elliptic
region while the left state is located outside. Bottom left: Left state is inside the elliptic region while the right
state is located outside the elliptic region. Bottom right: Both the left and the right states are located inside the
elliptic region,

6.3.5 WAG-injection and Transitional Waves

Water Alternating-Gas (WAG) injection is a secondary recovery method. WAG injection usually
vields higher recovery efficiency than injection of only water or gas. The wave structure of the
WAG recovery is special because of the presence of a so-called transitional wave which is a third
wave group in addition to the rarefaction and shock wave (Marchesin and Plohr. 1999). The
transitional wave can contribute significantly to the overall oil recovery. Consequently.
understanding the role of the transitional wave is important for the efficient design of WAG
processes. The transitional waves are sensitive to the form of the capillary pressure. Unfortunately,
it is sometimes difficult to separate the effects of numerical dispersion and the capillary term.
Marchesin and Plohr (1999) have shown that a solution to the WAG injection problem is practically
indistinguishable from its counterpart pertaining to the Riemann problem. The reason is that fast
moving oscillating waves originating from the alternating injection sequence either decay with time
and turn into a rarefaction wave. or sharpen into a shock wave.
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6.4 Selfconsistent Relative Permeability Functions for Gas Injection

The iterative procedure was initially applied to a gas injection process. A saturation trajectory was
generated by the macroscopic flow model by using Corey-type relative permeability functions, k., =
Su’. ko= S," and k., = S,°. and viscosities 1, = 1.0, 4= 0.3 and s, = 0.2. Initial conditions were S,, =
0.4 and S, = 0.6. The injection of gas corresponded to the left state given by S; = (1.0, 0). The
network simulator was tested both on a 50x350 network with coordination number 4 and a 30 x 15 x
15 three-dimensional network. The key parameters of the iterative procedure are shown in Table
6.1. Contents of the pores are only shown for the 50 x 50 network while the relative permeability
functions of the three coexisting phases are shown for the three-dimensional case. The initial guess
of relative permeability functions resulted in a saturation trajectory shown in Figure 6.5.

6.4.1 Network- and Fluid- Parameters and Initial Conditions

The initial condition of the network prior to the start of the iteration procedure was obtained by an
invasion percolation process filling of the reservoir with oil. The injection pressure was set to a
fraction of the entry pressure of the smallest throat. The saturation of the water phase was S, = 0.3
after injection of oil. The network was then allowed to imbibe water to reach the initial saturation
point at S, = 0.4, It should be noted that the first part of the saturation trajectory is a two-phase
displacement process where no gas was present. Thus. the gas saturation did not increase until S, =
0.34. The tracking algorithm successfully followed the saturation trajectory of the macroscopic
flow model. The distance between the nodes was typically 0.5 saturation units and the network
model needed between 20-40 pore-level displacement mechanisms to reach the each desired
saturation point on the macroscopic saturation trajectory. It should be noted that some pore-level
displacement mechanisms did not lead to a change in saturation because the pore was located
outside the zone where saturation was calculated. In the case where no critical pressure lines were
crossed by a change in capillary pressure. no pore-level displacement mechanisms occurred.
However, the saturation still changed because interfaces changed curvature on the pore-level leading
to a small change in saturation.
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Viscosity water 1.0
Viscosity oil 0.3
Viscosity gas 0.2
Interfacial tension oil-water 45
Interfacial tension oil-gas 25
Interfacial tension water-gas 70
Spreading Coefficient 0
Contact angle oil-water 0
Contact angle oil-gas 0
Contact angle gas-water 0
Fi,min ]
I't.max 10
Femin 15
rc.nmx 2“

Table 6.1 Network and Fluid parameters

6.4.2 First Iteration by Network Simulator

The network simulator successfully followed the macroscopic saturation trajectory during the first
iteration within a deviation of the specified 0.5 saturation units (cf. Figure 6.5). The corresponding
movement in the capillary pressure space is shown in Figure 6.6. In most cases, the injection of gas
resulted in both increased oil-gas and oil-water capillary pressure. It should be noted that the oil
layers remained stable along the entire saturation trajectory. Consequently. the oil phase remained
well connected. The stable oil layers were a consequence of the direction of the saturation trajectory
which generally “demanded” less water causing increased oil-water capillary pressure and more gas

causing increased oil-gas capillary pressure.

cP

cP

cP
mN/m
mN/m
mN/m
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rad
rad
rad
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Figure 6.5 Tracking of the saturation trajectory by the network simulator. The saturation triangle to the left
shows the saturation trajectory to be followed in red and the actual saturation trajectory followed by the
network simulator in green. To the right the actual followed saturation trajectory at the final state of the
simulation. An accuracy of 0.5 saturation units was used.

Thus, the displacement mechanisms were dominated by single oil-water Haines™ jumps followed by
Haines™ jumps of gas into the continuous oil phase. The oil-gas Haines™ jumps have significantly
lower critical pressure than double drainage mechanisms because secondary events are absent when
gas invades the continuous oil phase. Consequently, no double drainage mechanisms were activated
during tracking of the macroscopic saturation trajectory.

Figure 6.6 also shows the calculated relative permeability functions of the three phases and the
initial Corey type relative permeability functions on a logarithmic scale. The relative permeability
functions span 4 orders of magnitude. The relative permeability function of the gas phase was zero
for saturations below S, = 0.32. At S, = 0.32 the gas cluster first spanned the network and connected
the inlet to the outlet. The relative permeability at this point was 107 For gas saturations in the
interval 0,32 < S, < 043 the relative permeability of the gas slightly increased because the
conductance of the gas phase was controlled by the “red” bonds in the backbone of the gas cluster.
Consequently, the increased relative permeability was solely due to larger effective flow area of the
gas phase inside the pores making up the backbone of the gas cluster. At a gas saturations above S,
= (.43 the gas phase began to form a well-connected cluster.
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Figure 6.6. Relative permeability functions for oil, water and gas calculated by the network simulator are shown
in blue. The initial Corey-type relative permeability functions are shown in red. The movement in capillary space
is shown in the lower right hand corner where the red line indicates the line of stability.

The water phase was continuous through the entire saturation trajectory. At the initial two-phase
conditions S, = 0.4 the relative permeability was approximatelyl0”. The relative permeability
function decreased gradually to a value as low as 10", A crossover in relative permeability behavior
was observed around S, = 0.35. This cross-over heralds a transition from the relative permeability of
the water phase controlled by the configuration 1 pores entirely filled with water to the
configuration 2, configuration 3 and configuration 4 pores with the conductance of the water phase
controlled by the corner flow. The relative permeability of water below the crossover point
approximately scaled with saturation to the second power in agreement with the observations of
Fenwick and Blunt (1998).

The relative permeability of the oil phase was initially controlled by the the configuration 2 pores
where oil flowed through the pore centers. It quickly decreased as gas displaced oil. In particular,
the conductivity of the oil phase was reduced nearly two orders of magnitude with a corresponding
change of the oil saturation from S, = 0.6 to S, = 0.5. Further reduction of the oil saturation led to an
interesting phenomenon. The increased oil-water capillary pressure forced the oil to invade new
pores and the oil phase therefore formed a better-connected cluster on the network level. Although
the effective flow area of the oil phase within the individual pores was reduced, the overall
conductance of the oil phase on the network level increased. Thus, below the oil saturation S, = 0.5,
the relative permeability to oil fluctuated between 10 and 107, Consequently, the relative
permeability of the oil phase below S, = 0.5 was primarily controlled by how well that phase was
connected in the porous network.
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Figure 6.7, Initial, intermediate, and final stages of phase distributions in a 50 x 50 network during gas injection.
Blue color indicates water-filled pores; red color represents oil-filled pores and water filled pores. The pores with
three coexisting phases are represented by green color.

The nitial, intermediate. and final phase distributions in the 50 x 50 network are shown in Figure
6.7. The three stages of the phase distributions in the network show how gas displaced oil that was
forced to displace water. The initial distribution corresponds to the condition S, = 0.4 and S, = 0.6
with the oil phase spanning the pore space. Continuity of the oil phase is controlled by the
configuration 2 with the oil phase flowing through pore centers (see Figure A2, Appendix A). At the
intermediate stage, the gas phase has displaced the oil phase from some of the pore centers causing a
significant reduction of the oil phase relative permeability. At the final stage. gas has effectively
displaced the oil phase to the corners of the pores where it forms stable layers. Thus, at the final
stage the gas phase occupies the pore centers creating a well connected cluster with a high relative
permeability. Similarly, the effect of higher oil connectedness appearing at the final stage leading to
higher oil relative permeabilities at lower oil saturations can be attributed to spreading of the oil
phase on the water-gas interface at high gas saturations.

6.4.3 Selfconsistent Relative Permeability Functions for Gas Injection

The search for selfconsistent relative permeability functions was pursued by the iterative procedure.
The selfconsistent relative permeability functions of the seventh iteration are shown in Figure 6.8
along with the relative permeability functions of iteration 6 and the various movements in capillary
pressure space performed by the network simulator in the previous iterations. The complete iteration
series is shown in Appendix D. The selfconsistent relative permeability functions of water and gas
were found in the second iteration. The relative permeability functions of gas and water did not
change much during the remaining iterations. Consequently, the water and gas relative permeability
functions appeared to be functions of their own saturation only during the search for selfconsistent
relative permeability functions although the movement in capillary pressure space was very different
during the seven iterations.

The relative permeability function of oil posed some difficulties because the ECLIPSE 100
simulator requires that relative permeability functions for the oil phase are monotonically increasing
as the oil saturation increases. This requirement was not always fulfilled by the relative permeability
functions delivered by the network simulator. In particular for the higher oil saturations the network
model yielded increasing relative permeability for decreasing oil saturation. The higher conductivity
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was caused by the fact that oil displaced water which caused formation of highly conductive
configuration 2 pores while the gas displaced the oil from pores which did not belong to the
backbone of the oil cluster. Consequently. smaller oil saturation could cause an increase in oil
conductance and thus non-increasing relative permeability functions of the oil phase.
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Figure 6.8 Selfconsistent relative permeability functions for gas injection with initial conditions § = (0.0, 0.4)
using Corey-type relative permeability functions as initial guess for the saturation trajectory. The movement in
the capillary pressure space is shown for all seven iterations.

Consequently, it was necessary to approximate the relative permeability function of the oil phase in
the range 0.176 < §, < 0.57 by a straight line and search for the selfconsistent relative permeability
function by changing the slope of the line. Thus, tracking of the relative permeability functions
originating from the network model by the macroscopic model was associated with non-physical
adjustments of the relative permeability function. Nevertheless, the iterative procedure converged in
spite of the fact that as much as seven iterations were needed. The slow convergence was caused by
oscillations of the relative permeability function of the oil phase around the selfconsistent relative
permeability function. More precisely. every second relative permeability function had a significant
part of its saturation trajectory located on the oil-gas base line in the region of very low water
saturations (cf. Figure 6.9).

The movement in the capillary space can be interpreted by considering the saturation trajectories
associated with the movements in capillary pressure space. The saturation trajectories oscillated
around the selfconsistent saturation trajectory. This oscillation reflects the movements in the
capillary pressure space either above or below the selfconsistent trajectory. More precisely. the
saturation trajectories with their significant parts located on the oil-water base line correspond to
movements in capillary space with the oil-water capillary pressure being too large as compared to
that associated with the final selfconsistent trajectory.
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Figure 6.9 Saturation trajectories of the seven iterations followed by the network simulator. The initial
saturation of all the trajectories is .5, = (0.0, 0.4), but is only shown for the saturation trajectory of the initial
Corey-type relative permeability functions. The convergence of the iterative procedure is slow because the
iterations oscillate around the selfconsistent saturation trajectory. It should be noted that some of the trajectories
are located on the gas-oil base line corresponding to no water. Low water content corresponds to a high oil-
water capillary pressure.

Comparisons of the different movements in capillary pressure space and the corresponding
movements in the saturation triangle have shown that the capillary pressure response is structurally
stable: 1t appears to be moderate for moderate changes in saturation trajectory. In other words, two
saturation trajectories close to each other are followed by movements in capillary pressure space.
which are also close to each other. However, that is not to say that the relative permeability
functions do not change drastically. Moreover. the macroscopic simulator does not exhibit the
property of structural stability in the case where a small change in relative permeability functions
results in a drastic change of a saturation trajectory.

6.5 Selfconsistency of WAG Injection Sequences

The iterative procedure was applied to a WAG injection sequence. Three cases were tested
corresponding to different injection ratios between water and gas. The initial state was chosen as S,
= (S,. Sw) = (0.08, 0.16). Injection ratios corresponding to the left state S; = (S,. Sy) = (0.35, 0.65),
= (S, Sw) = (0.40,0.60) and §; = (Se. Sw) = (0.45. 0.55) were investigated using the Corey-type
relative permeability functions, More specifically, k., = S.°. k., = S,* and k,, = S,° were used as
initial relative permeability functions. The applied viscosities were as follows: w4, = 0.5 4,= 1.0 and
e = 0.3, The mitial saturation trajectories of the macroscopic model are shown in Figure 6.10.
Interfacial tensions and contact angles were identical to those given in Table 6.1.
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6.5.1 Movement in Capillary Pressure Space

The movement in the capillary pressure space for the WAG injection sequence with S; = (S.. S,) =
(0.45. 0.55) 1s shown in Figure 6.10. The combination of increased water and gas saturations of the
trajectories led to the use of the snap-off. [;- .and [>- imbibition displacement mechanisms
implementing the mechanism responsible for water displacing oil. The decreasing oil-water
capillary pressure caused the imbibition displacement mechanisms. In addition. the increasing gas
saturation resulted in increasing oil-gas capillary pressure. Consequently. the movement in the
capillary space occurred in the region of the capillary pressure space where oil layers were unstable,
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Saturation trajectories
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Capillary pressure path Instability of oil layer

Figure 6.10. Trajectories in the saturation and capillary pressure spaces during WAG injection. The movement is
generally towards the unstable oil layer. The saturation trajectories impose higher water saturation and higher
gas saturation causing the oil-water and the oil-gas interfaces to move towards each other causing the collapse of

the oil layer.
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The movement in the capillary pressure space in the network simulator corresponds to movement of
the oil-water interface towards the center of the pore. The oil-gas interfaces are pushed towards the
corner of the pores (cf. Figure 6.10) which reduces both the effective flow area available to the oil
phase on the pore-level and the connectivity of the oil phase in the pore space.

So So

Figure 6.11. Saturation trajectories for the initial two iterations. The initial trajectory of the macroscopic
simulator is shown to the left while the second iteration trajectory based on the relative permeability functions of
the first trajectory is shown to the right.

6.5.2 Residual and Discontinuous Qil

The movement in capillary pressure space causes the network model to encounter the residual oil
saturation much earlier than the saturation corresponding to the injection condition given by the left
state S,. Once the oil layers became unstable, the injection of gas caused break-up of the oil phase
into discontinuous oil ganglia, which could be mobilized only by the double drainage mechanisms.
This was in particular the case with S; = (S, Sy) = (0.35, 0.65) and S; = (S, Sw) = (0.4, 0.6). The
lowest residual oil was encountered for the left state S; = (S, Syw) = (0.45, 0.55). This case was then
investigated more thoroughly.

In the first iteration of the network model residual oil was encountered at S, = 0.3. Consequently. the
macroscopic saturation model cannot yield a saturation trajectory below the residual oil saturation,
because the oil phase becomes immobile at this saturation.

The iterative procedure collapsed after the second iteration when the network model generated
relative permeability functions, which caused the macroscopic model to return a saturation
trajectory, located in the upper third of the saturation triangle. The oil phase had lost continuity at
the oil saturation S,. = 0.59 (cf. Figure 6.12). It should be noted that the relative permeability of a
discontinuous phase by definition is equal to zero. However, in a network model an isolated oil
filament can be connected to the inlet and the outlet face and is thus classified as a displaceable oil
phase.
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There were two causes of the high S, saturation. The first cause was that the gas phase invaded the
oil phase by Haines’ jumps while the oil layers were still stable and good connectivity of the oil
phase existed. This invasion of oil by gas took place in the larger pores. Subsequently, when oil
layers became unstable, the connectivity of the oil phase was effectively reduced in the most
conductive pores. The second cause that leading to high discontinuous oil saturation was that the
gas phase invaded the oil phase unable to establish stable oil layers. Consequently, it broke up into
ganglia, which could not conduct oil. Nevertheless, the gas phase was capable of pushing the
discontinuous oil phase thereby reducing the saturation of that phase.
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Figure 6.12 Relative permeability functions obtained for the two first iterations of the 5, = (0.55, 0.45). The blue
markers indicate the relative permeability functions obtained by the network model while the red lines indicate
the relative permeability function forwarded to the macroscopic flow model. S, indicates the residual oil while
S, marks discontinuous oil saturation where the conductance of the oil phase becomes zero.

6.6 Collapse of Iterative Procedure for WAG Injection Process

The collapse of the iterative procedure during WAG injection process raises two questions
concerning the iterative procedure aimed at determination of selfconsistent relative permeability
functions. The first question concerns calculations of conductance of the oil phase for saturations
below the discontinuous oil saturation. The second question deals with the high residual oil
saturations, which appears to be in disagreement with the field observations according to which
WAG recovery vields increased recovery efficiency.

Mani and Mohanty (1998) have studied problems concerning the definition of relative
permeabilities in the network model. In their work the saturation of a phase in the pore space can
change inside the network even in the case where the relative permeability to a phase is zero.
However, the macroscopic flow model can describe changes in phase saturation only in the case of a
nonzero mobility of that phase. Consequently, the area in the saturation triangle where the phase is
mobile is different for the two models. This creates an obstacle for the convergence process.
because by changing saturation of the oil phase in the network model one cannot follow the
saturation trajectory produced by the macroscopic model into the region of residual oil saturation.

Mani and Mohanty (1998) have developed a network model where the conductance of a phase
consists of two contributions: steady-state conductance and unsteady-state conductance. They
proposed the following formulation of Darcy’s law extended to the multiphase flow
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unsteady —state

The mechanisms governing steady-state transport are similar to that underlying determination of
relative permeabilities in the quasi-static network model. Given the total flow into or out of the
section of the network, the phase viscosity, the imposed pressure drop, and the absolute
permeability, transport coefficients are calculated from the multiphase Darcy’s law. The flow can
take place through films, layers or in pores where the conductance of the phase can be described by
the laminar flow. The key assumption in the definition of the steady-state conductance is that the
flowing phase is continuous and the pressure drop can be determined from the generalized Darcy’s
law.

The unsteady-state conductance is represented by the response of the system to a change in capillary
pressure. The response leads to a time dependency of the saturation change and the time for an event
to happen must be introduced in the network model as a dynamic element. More precisely, a
dynamic network simulator must replace the quasistatic network simulator in order to capture the
relative permeability concept of the network model.

The change in capillary pressure due to change in one phase pressure therefore can cause changes in
the saturation of another phase. Consequently, the inclusion of the unsteady-state conductance can
be regarded as a coupling between the conductance of one phase and the pressure gradient within a
different phase.

In conclusion, the use of the iterative procedure in the search for selfconsistent relative permeability
functions can be affected by improper formulation of the mathematical models.

6.7 Recovery Efficiency of WAG Injection Processes

The high residual oil saturation of the WAG injection processes predicted by the network simulator
is in disagreement with high recovery efficiencies reported in field studies (cf. Christensen, Stenby,
and Skauge, 1998). The recovery factor is usually controlled by three basic recovery mechanisms:
the vertical sweep. horizontal sweep and microscopic displacement efficiency. The negligence of
these effects by the network- and macroscopic models may significantly influence efficiency of oil
recovery.

[n general. increased oil-water capillary pressure in the network model leads to thicker oil layers.
Compared to gas injection, the WAG injection is characterized by a movement in the capillary
pressure space towards the region where oil layers are unstable. Thus, it appears that the increased
oil recovery efficiency may not be explained by the presence of oil layers on the pore-level. In
addition, the network simulations have shown that computational results were sensitive to the initial
placement of the gas phase in the network. More precisely. oil conductivity was lost faster when gas
was assigned to the entire end-face of the network as compared to the assignment to a single pore or
to a limited number of pores.

Gravitational segregation and compressibility of the gas phase were ignored in the macroscopic
model in spite of their significance for the vertical sweep efficiency. Another property of the
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iterative procedure is that the solutions to macroscopic model equations appear initially as the
travelling waves. However, they are subsequently transformed into shock fronts or, alternatively,
decay into rarefaction waves. Unfortunately, in many cases the well spacing is rather dense and,
consequently, the travelling waves might not have sufficient space to develop. Consequently. the
two mathematical models applied in the iterative procedure do not necessarily adequately represent
the essential mechanisms responsible for increased oil recovery efficiency of the WAG injection.
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7. Elliptic regions and three-phase Buckley-Leverett problem

In the idealized case with zero gravity and relative permeabilities of Corey type, the eigenvalues are
always real (Trangenstein (1988)). With gravity included and with different relative permeability
relationships this is not necessarily the case. Several authors have studied the problem of imaginary
eigenvalues (Jackson and Blunt (2000), Fayers (1989). Trangenstein (1988)). Jackson and Blunt
(2000) show that elliptic regions (i.e. regions in the saturation space where the eigenvalues are
imaginary) occupying a significant part of the saturation space are present for a physically realizable
model of a porous medium (a bundle-of-tubes model). They conclude that elliptic regions appear to
be an inevitable consequence of a non-trivial three-phase flow model. But. is it physically possible
for a real flow system to attain states located inside an elliptic region? Trangenstein (1988) does not
think that this is the case and concludes that the practical meaning of the non-hyperbolic regions is
that they represent regions of unattainable saturations. Nature cannot create reservoirs with these
unstable mixtures. wells cannot inject them, and the resulting reservoir fluid can never reach them.
Nevertheless, in real-life reservoir simulation relative permeability relationships are used that are
not necessarily physical. This holds in particular when upscaling and pseudo functions are involved.
Therefore we must consider elliptic regions a fact of life.

The system examined by Jackson and Blunt (2000) is physically realizable. Unfortunately, it is not
representative for the conditions found in a typical Danish North Sea chalk reservoir. In the rest of
this chapter we will try to answer the question whether elliptic regions are something to worry about
in conjunction with the simulation of this type of reservoirs.

7.1 The Equation System

The three-phase Buckley-Leverett problem may be specified as follows:

oS, v,
— == 7.1)
¢ o ox (
oS, ovg
£ + 8 =0 (7.2)
ot ox
S;=1=5, =8, (7.3)
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The assumptions are:

1. Constant porosity
2. All phases are incompressible
No capillary pressure

L]

The three phase Buckley-Leverett problem exhibits elliptic regions if the ¢igenvalues of the matrix
A are complex, where
(6v,, oOv,,
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(7.13)

7.2 Jackson and Blunt Example Case

Jackson and Blunt (2000) have posed the question whether the elliptic regions are an inevitable
consequence of three-phase flow or just a non-physical artifact of extrapolating relative permeability
functions beyond regions studied experimentally. They answered the question by demonstrating that
elliptic regions may occupy a significant portion of the saturation space for a physically realizable
bundle-of-tubes model of a porous medium.

The following parameters and functions were used in their example case:

Viscosities:

Hv=1cp (7.14)
to =0.75cp (7.15)
ug =02 cp (7.16)

Relative permeabilities:

k= 5L 1067 (7.17)
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Figure 7.1 Elliptic region for Jackson & Blunt example case

ky=1.=(1.=8,)" 1067 (7.18)
ko =1~k —k (7.19)

g
Gravity to viscous forces:

K(pu* _pu)g‘\'

=15 (7.20)
Vi,
K(py—Pg)8yx 15 (7.21)
Vit
K( ) == r)
Pw = Pgl8x =], (7.22)
Vi kg,

All ¢ritical and residual saturations are zero.

The elliptic region calculated for this problem is the black region shown in Figure 7.1. The region is
different from the one given by Jackson and Blunt (2000). The reason for this is not apparent.
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7.3 Viscosity Dependence

Now. while the above problem is physically realizable it is not typical of what you would find in a
North Sea chalk reservoirs A more realistic set of viscosities would be:

L =0.4¢p L1:23)
o =03 ¢p (7.24)
1y =0.04 ¢cp (1.25)

As seen in Figure 7.2 this change in viscosities has very little influence upon the elliptic region.

5
q, Segregated 3-phase oil relative permeability model
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Figure 7.2 Elliptic region for Jackson & Blunt example case with realistic viscosities
7.4 Realistic Gas Relative Permeability Function

Next, we try to introduce a more realistic gas relative permeability functions:

kg =55 (7.26)

g

This change in the shape of the gas relative permeability function has a more profound influence of
the size and shape of the elliptic region (Figure 7.3)
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Figure 7.3 Elliptie region for Jackson & Blunt example with realistic viscosities and gas relative permeability

7.5 Realistic Water Relative Permeability Function

Now, for North Sea chalk the power in the expression for the water relative permeability is typically
larger than 1.7. To see the effect of this parameter the elliptic region was evaluated for the relative
permeability functions

k, =St (7.27)
ke = 85" (7.28)

A comparison of the elliptic regions in Figures 7.3 and 7.4 shows that the elliptic region is sensitive
to the form of the water relative permeability.
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Fig. 7.4. J&B example with realistic viscosities, gas and water relative permeabilities
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7.6 Introduction of Non-Zero Residual and Critical Saturations

The calculations made so far have been carried out with residual and critical saturations set equal to
zero. We will now introduce values that are typical for North Sea chalk reservoirs:

S =0.05 (7.29)
Sp =0.01 (7.30)
Sor = 0.25 (7.31)
Sug =0.20

The relative permeabilities are given by

ky = (Si )+ (1.32)
*. 1.4
ke =(S5) (1.33)
ko =1.=ky kg (7.34)
where
+ _Bw=Sue) (7.35)

T =8y
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Lk (S y = S e )
bL’ = - 8 ‘.gr_ - (736)

l (1 M S‘,rg s IS LSlQC )

The introduction of non-zero critical and residual saturations moves the elliptic region a little bit

towards smaller gas saturations (Figure 7.5). The shape is not changed very much.

we

Fig. 7.5. J&B ex. with realistic visc., gas and water rel, perms. and residual/critical saturations
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7.7 Realistic Oil Relative Permeability

The oil relative permeability function used so far (eq. (7.34)) is not normally used in reservoir
simulations. For example, in the commercial reservoir simulator ECLIPSE the oil relative
permeabilities in an oil-water and an oil-gas system are specified separately. The three-phase oil
relative permeability is calculated from one of three models. The default model is obtained from the
assumptions that in each grid cell 1) the oil is homogeneously distributed and 2) the gas and water
phases are completely gravity segregated. This model is referred to as the segregated model. The
two other models available are the Stone | and Stone I model. respectively.

The oil relative permeabilities in the oil-water and oil-gas systems are specified as follows:

ko = (So)* (7.37)
kug =(S;g )2‘ (7.38)
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where

wo (So = Sorw)

_— - (7.39)
! (I L Surw - *Sw;,' )
* (Sn - Su y)

Sog = 2 (7.40)
" (1.-5g-Sye)

Next we will examine how the elliptic region depends upon the applied three-phase oil relative
permeability model. The relative permeabilities for water and gas are given as above in eqgs. (7.32)
and (7.33).

Fig. 7.6. J&B ex. with realistic fluid parameters, Segregated 3-phase oil relative permeabiliy
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7.7.1 The Segregated Model

The expression for the three-phase oil relative permeability is

(Sw - ch )knw i Sgkog )

= (7.41)
’ (Sw"'Sg—'ch)
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The resulting elliptic region is shown in Figure 7.6, It is seen to be completely different and much
smaller than the region obtained when the three-phase oil relative permeability is given by eq.
(7.34).

7.7.2 The Stone 1 Model

The expression for the three-phase oil relative permeability is

Ko = koewSS, FH'F:u (7.42)
where
kUL'H' = k”l" ("‘;“"(,‘ ) (7.43)

(SU - Sum )

5y, = it So -8, (7.44)
3 (l § o Sum - Su'u ) !
uSlS‘“ = 0 if xS'u 2 ‘SUHI (745)
Sum =min : Sﬁ'wr- Sm-y} (746)
= _ kow e (7.47)
km.'w“ i “)‘Sw )
-
. 2f (7.48)

Fy= :
8" Boow.~55;)

[t turns out that there is no elliptic region in this case. The umbilic point (where the two real
eigenvalues are equal) is given by (Sy. Sy So) = (0.15. 0.60, 0.25). The ecigenvalue is equal to
0.00188.

7.7.3 The Stone 1l Model

The expression for the three-phase oil relative permeability is

k ' k() F
ko =kooy (2= + K, )(—'{‘ +k

[«
kUL'W acw

)=k, —k (7.49)

& &

The elliptic region in this case is different from what has been seen before regarding shape as well
as location in the saturation space, cf. Figure 7.7,

[t must be concluded that the presence, size, shape and location of an elliptic region is very much
dependent upon the shape of the relative permeability curves.
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Fig. 7.7. J&B ex. with realistic fluid parameters, Stone |l 3-phase oil relative permeabiliy
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7.7.4 Effect of Gravity to Viscous Forces Ratios

The effect of the gravity to viscous force ratios is examined by using the segregated three-phase oil
relative permeability model.

Reduction of the gravity to viscous forces ratios by a factor of 10 to

K(pw -pu)g"' =0.15 (750)
Vi Ho
K - y
(P =PgI8x _ 115 (7.51)
v Ho
K(py = pPg
(Pw = Pg)8x =0.3 (1.52)

Vi Mg
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results in a reduction of the elliptic region, cf. Figures 7.6 and 7.8. This is to be expected as the
elliptic region disappears completely when the gravity to viscous forces ratios are zero.

Fig. 7.8. J&B ex. with realistic fluid parameters, reduced gravity to viscous forces ratio
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When the ratio of gravity to viscous forces is increased by a factor of 10 to

K( Pw ~ Po )gx

=135. (7.53)
Vi g
K =
(Do = Pg)8x <k (7.54)
Vit
K = ¥
(Py = Pg)8x =30. (7.55)
Vi Hg

The elliptic region is still present, but it is reduced, Figure 7.9.
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Fig. 7.9. J&B ex. with realistic fluid parameters, increased gravity to viscous forces ratio
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7.8 Discussion

The results obtained indicate that elliptic regions can indeed occur in realistic reservoir problems.
but for conditions typical of North Sea chalk reservoirs they appear to be small.

Jackson and Blunt (2000) present some example solutions for three-phase flow with gravity and
capillary pressure. They find that for cases where the saturation path goes through an elliptic region
even small amounts of capillary pressure have a significant stabilizing effect on the solution. Now,
in North Sea chalk reservoirs the capillary pressures are high. This in combination with only small
elliptic regions lead to the conclusion that elliptic regions pose no problem in the simulation of this
kind of reservoirs.

The assumption that the gas is incompressible appears to be rather severe. Trangenstein (1988)
shows however, for a strictly hyperbolic black-oil model, that neither compressibility nor interphase
mass transfer effects influence the characteristic speeds. It seems reasonable to expect that the same
holds for elliptic regions,
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8. Concluding remarks

The goal of micromodel experiments is to link pore-scale transport mechanisms to hydrocarbon
recovery efficiency. Consequently. the artificial porous networks should reproduce as many pore-
scale transport mechanisms as possible. The use of the RIE etching technique and the double
etching depths has made it possible to create micromodels, which imitate chalks in a more efficient
manner than the older micromodels. In particular, pore sizes of the developed micromodels are only
a single order of magnitude larger than the typical pore sizes of North Sea chalk, Also. the film flow
can be studied by creating micromodels with “connected corners’. On the other hand, the absolute
permeability of the new micromodels is at least three orders of magnitude higher than the
permeability of real North Sea chalks. Thus. the micromodels manufactured during this project
might be unable to reproduce some transport mechanisms that are active at the pore-scale in real-life
chalk reservoirs. In addition. one of the drawbacks of micromodels with smaller dimensions of the
pores is that measurement of injection pressure during experiments and phase saturations in the
micromodels” pore space become much more complicated. In particular, the injection of fluids into
a micromodel requires extremely accurate control of the injected volumes. This, in turn, imposes
high precision demands on the equipment as well as on experimental conditions. Moreover, in
GEUS 1, GEUS 2, and GEUS 3 micromodels observations were limited by shading effects and
estimation of saturation could only be performed on small sections of the micromodels. This means
that phase saturations can only be measured with limited precision by the numbers method.

One of the conclusions derived from this project is that quasistatic network simulators can act as a
link between the pore-scale and the macroscopic scale in the iterative procedure for establishing
selfconsistent relative permeability functions. However. it turns out that the quasistatic model of the
three-phase transport cannot explain increased recovery efficiencies of WAG injection as compared
to water or gas injection. More precisely, the instability of oil layers and the associated high residual
oil saturation encountered in the network model seems contradictory to the observations of
increased oil recovery on the field scale. It is possible, however, that improved recovery efficiencies
could be attributed to other effects present on a different scale ¢.g.. a scale where the gravitational
effects or other effects such as solution of the gas phase in the oil phase are important.

Finally, it should be noted that a successful use of the iterative procedure presupposes that the
concept of relative permeability is well defined both at the macroscopic and microscopic levels, For
some recovery processes this might require an expansion of the relative permeability concept in
order to capture all the essential parts of the displacement process. In particular. the network
simulator should include both the steady state and the unsteady-state transport mechanisms,
Consequently, for more complex recovery processes. such as WAG injection, a dynamic network
simulator (cf. e.g.., Mani and Mohanty (1998)) might be a suitable replacement of its quasistatic
counterpart in the iterative procedure aimed at determination of selfconsistent relative permeability
functions.
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Appendix A: Structural Properties of Network Models

Al. Network Model

This appendix describes a class of mathematical models underlying the network simulator
implemented in course of this project. It is an extension of the overview given in Section 4.2.1.

The implemented network model consists of a regular cubic lattice containing /x nodes in the Hlow
direction and /y and /= nodes in the two directions transversal to the flow direction (cf. Figure Al).
The total number of nodes is N = Ix-/y-/z. A node is connected to a neighboring node through a link.
which represents a pore throat and two adjoining pore chambers. The distance between two adjacent
nodes .,z and the coordination number Z are the same for all nodes. For two-dimensional lattices
the coordination number Z is either 4 or 8. For three-dimensional lattices each node can have either
Z=6,8,12, 14,18, 20, or 26 neighbors.

The nodes located in the first or the last row of the lattice are connected to the forward or backward
pointing node representing the inlet and outlet chamber, respectively. Periodic boundary conditions
are imposed on the lattice faces transversal to the y- and z-direction reducing finite size effects
during the simulations. A random number varying between 0 and 1 generated by the uniform
distribution function gives the size of a chamber. Similarly, the size of the pore throat, r, . is
assumed to be described by a random number varying between 0 and 1.

A connection between two nodes consists of a node representing the first chamber, the link
representing the pore throat, and another node representing the second chamber, The length of the
pore chamber, /., is given by its pore size, r. , while the length of the pore throat, /, , is given by the
distance between two neighboring nodes reduced by the size of two adjacent pore chambers
belonging to the same connection. Thus, pore chambers must be smaller than half the node distance
in order for the pore chambers not to overlap.
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Figure Al. Structural properties of the network model. Each pore chamber is connected to other pore chambers
by pore throats. Connections can be of three principal types: corner, edge or face of the cube. Thus, coordination
numbers between 4 and 26 can be implemented in the network. The pore sizes are randomly chosen between a
minimum and a maximum pore size, which are input parameters,

Both pore chambers and pore throats are assumed to have square cross-sections. The volume of a
pore chamber I, is given by

V,=8r, (A-1)

while the volume of the pore throat /' 1s given by

V, =41, .. (A-2)

The porosity of the network is given by

ii'{ f\i;',
=" e (A-3)

2
i

ey

nile
and the total cross-sectional area of the network sample is calculated by

Ay = lxoly 12 (A-4)

net nexde
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A2. Conductance of Single Phase

Single-phase flow between two nodes is assumed to be laminar with negligible inertial forces. The
conductance g of a single phase through a pore with a constant square cross-section and length,
[ - 18 given by

|
T Fagtective
Y 9 e | A-S)
g=3 P (

pore

where g is the viscosity of the flowing phase and the effective radius, #oecive . i given by

= ‘ Ll N (A'ﬁ)
\

".(','Ic'«'u\w'
b 4

where A0 1s the cross-sectional area of the pore.

The total resistance to flow between two nodes i and ; is given by the sum of the resistances
associated with the pore throat, 1/g,;, . and by the resistances of the two adjacent pore chambers,
1/g., and 1/g., The total conductance g,, between two nodes is therefore given by the following
expression

l=1|I+I. (A-7)

g.lnm(.f,' Ly & i -“"v.,'

Thus, for pore chambers larger than the pore throats. the resistance to flow is primarily controlled by
pore throats while pore chambers control the saturation. Consequently, the volumetric flow rate of a
single phase ¢, between two nodes / and / is given by

0y = Sout 1<), (A8)

where P; and P, are the pressures of the flowing phase at the nodes 7/ and /, respectively.

The flowing phase is assumed to be incompressible and the mass balance of a single node is given
by

iq, =1, (A-9)

1=

The total conductance of the pore network can be calculated by solving the system of equations
describing the conservation of volume for all nodes. More precisely, this system of equations is
obtained by substituting eq. (A-8) into eq. (A-9). More precisely, the volume balance for each node
leads to N equations with N unknown pressures, which can be formulated in a matrix form as
follows

G-P=0 (A-10)
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where G is an N x NV matrix containing the conductances between the adjacent nodes and P is a
vector of length N that contains the pressure at the nodes.

Depending on the choice of boundary conditions, either the total flow rate through the network O,
or the pressure drop across the network, 4P, , can be calculated. The absolute permeability, &, of
the network is subsequently determined from Darcy’s law

2 T N
g =22 o (A-11)
'Sluw "'{m-r

AJ. Conductance of Two Immiscible Phases

Micromodel experiments conducted during this project involving GEUS 3 micromodel have shown
that close to the outlet chamber oil was produced as droplets. This phenomenon is probably caused
by the flow through the four triangular-like corner regions of capillary tubings. The break-up of the
oil phase was also observed in experimental studies conducted by other research groups. In
particular, Aker et al. (1998) observed the break-up of the oil phase during drainage in their
micromodel studies. However, due to negligence of the corner flow, they were unable to give a
plausible explanation of this phenomenon.

Movement of ganglia in two-phase flow requires high capillary numbers, which are rarely
encountered in natural core experiments flooding schemes. Consequently, discontinuous oil
transport has been excluded as an admissible mechanism in the network simulator developed in the
course of this project. This leaves the following four basic phase configurations for the drainage
displacement (cf. Figure A2):

e Configuration 1: The connection is entirely filled with water and there is only flow of water
and no flow of oil between the two pore chambers.

e Configuration 2: Water is located in the corners and oil in the center of the pores with a square
cross-section. The water and the oil phases are considered as flowing in compartments separated
by the oil-water interface. There is no interaction between the phases.

o Configurations 3a and 3b: The oil phase displaces the water phase or, alternatively, the water
phase displaces the oil phase depending on the direction of motion of the meniscus. Moreover,
the water phase can escape around the meniscus along the corners similarly to configuration 2.
Thus, the water can enter the water filled pore either because it is displaced by the head
meniscus or because it flows from the opposite pore chamber along the corner and into the water
filled pore throat and chamber.

o Configuration 4: The presence of two menisci in the connection is treated as a superposition of
the configurations 3a and 3b. The motion of the menisci is therefore independent of each other
which is in accordance with the observations of the from the micromodel experiments where
two menisci were also seen to enter the same connection and subsequently coalesce.
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Configuration 1

Configuration 2

Configuration 3a

Configuration 3b

Configuration 4

P

water __ — Py

e water

Figure A2. Four principal fluid configurations between two nodes. Water is always connected and the water
pressure is defined for all nodes. The water and the oil phases flow in two separate compartments in the
configuration 2, Configurations 3a and 3b are symmetric and essentially can be considered as representing the
same transport mechanism. In (3a) oil displaces water, in (3b) the roles of oil and water are reversed. In
configuration 4 oil displaces water by two opposite menisci. Thick arrows indicate flow of oil while thin arrows
indicate flow of water along the corners of the capillary tube.

A.3.1 Conductance of Water Phase

[n the case of configuration | the conductance of the aqueous phase, g, . is calculated in the same
manner as in the single-phase case (eq. (A-3)).

[n the case of configuration 2. water may be present in the corners of the pore. Ransohoff and Radke
(1988) performed finite element calculations of the resistance to flow for the wetting phase in the
corner of an angular tube. They calculated the so-called resistance factor f for different sets of half
angle of the corner o, contact angles 4,,. roundness of corner ry. and boundary conditions described
by the factors f; and /5 efined below. Thus, the conductance of the water phase present in the corners
is given by

"’n *Hon {A‘ 1 2)

-S\rlru- = - ’
/f o "’prw

where A, is the flow area of the water phase and z, is viscosity of the water phase.

Zhou (1996) approximated the dimensionless resistance factor by an analytical expression given by
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/J,=l2'sin(a}'(l 'WI)I'(WI1 w:-w:)-(% Ffy v r':: ;(l v ) . (A-13)
(1-sin(@)? w3 -l ~wiowy ~(-p)r} )
where
w, =cos*(a@+0,, )+cos(a+d,, )sin(le+0,, ) tan(c). (A-14)
Yyml-tor (A-15)
r
5
e cos{ra +E,1L)A (A-16)
cosa)
T
e ( " |-nla) (A-17)

The degree of roundness of the corner is described by r; as a number between 0 (sharp corner) and |
(round corner). In this work the cross-sections are assumed to be perfectly square and the roundness
rq = 0. The factor f; describes the boundary condition of the flow at the wetting phase and the
porewall and /> describes the boundary condition at the oil-water interface. A no slip condition
corresponds to an f~value = | while a no stress value corresponds to an f~value = 0. For the water
porewall boundary conditions a no slip condition seems reasonable considering that roughness of
the porewall might restrict the movement of the water molecules close to the porewall. On the oil-
water interface a no slip condition is more appropriate because the molecules are less restricted in
their motion.

In the case of configurations 3 and 4, the resistance to flow of the water phase is calculated as a
linear combination of inverse expressions of eq. (A-5) and eq. (A-12). The weight of the two
contributions is determined by the fraction of pores occupied by 0il, Xpeniscus/lpore. WHhEre Xpeniseus 1
the distance between the beginning of the chamber or throat and the position of the head meniscus.

The principal radius of curvature of the oil water interface, r,, , used to calculate the conductance of

the water phase in eq. (A-12). is determined by the local phase pressures. The curvature of the arc
meniscus is determined by the local phase pressure.

A.3.2 Conductance of Oil Phase
The conductance of the oil phase between two oil nodes, g, . in configuration 2 is calculated by eq.

(A-5) using the viscosity of oil u, instead of the viscosity of the water phase and an effective radius
calculated by

(4,
r«f}[sruw =05 { \"I — 5 } ] (A"l 8)

‘.J}r

where A4, is the cross-sectional area of the oil phase.
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A.3.3 Oil Displacing Water

The configurations 3 and 4 are fundamentally different from the configurations | and 2. This is due
to one or two head menisci present between two nodes. In the configurations | and 2, the driving
force of oil or water is the pressure difference between either the oil phase or the water phase
pressure in the two nodes. In other words, the flow of oil and water is not influenced by the presence
of the head meniscus.

In the case of configurations 3 and 4 the presence of the head meniscus makes the problem more
difficult to resolve. The motion of the meniscus is determined by the oil phase pressure at the node
from which the meniscus has advanced into the pore and by the water phase pressure of the opposite
node. Consequently. a conductance must be assigned to the connection between the oil phase
pressure and the water phase pressure of the two connected nodes. The resistance to flow between
oil filled and water filled node (configuration 3) is calculated as the resistance to flow of the oil
phase given by eq. (A-5) and eq. (A-18). This resistance is weighted by the fraction of the pore
filled with oil plus the resistance to flow of the water phase given by eq. (A-5) weighted by the
fraction of the pore filled with water. The conductance of a connection with the configuration 3 is
thus given by

, (A-19)

/

pore

4
T rrlﬂ'('vuw

I 3y X meniscus 1 8 "Ho .,I""‘(’ ' L 1 Y imerniscus J 8 "Hy JI"""‘

1
Eow ip'“"l’ T "'c[fm-rrvv

The calculation of the effective radii of the water and the oil phases are based on the areas of the
water and oil phases respectively. For symmetric reasons the conductance of configuration 3b is the
same as for the configuration 3a,

“s'n'n Bow
Configuration |guw oo Bow o
/Conductance
1 A-11 - - -
2 A-12 A-11, . .
A-19
3a A-11, A-12 |- A-11, A-19, A-5 &
3b A-11, A-12 |- - A-11, A-19, A-5
4 A-11, A-12 |- A-11, A-19, A-5, A-11, A-19, A-5,
A-12 A-12

Table Al. Summary of conductance calculation. The conductances are calculated by the equations shown based
on the four cases.

[t should be noted that conductance of the aqueous phase is calculated twice. Both as the water
displaces water and as the oil displaces water. Thus, the network simulator most likely
overestimates the conductance of the water phase. However, once the meniscus is inside the
connection, the water-water conductance, g, , is considerably smaller than the conductance where
the oil phase displaces the water g,,. The advantage of using this description of the motion of
menisci is that for configuration 4 the oil phase can displace the water phase from two opposite
nodes having a connection filled with oil phase from either side. Thus, the menisci can advance into
a connection independently of each other being controlled by the phase pressures. The conductances
of the configuration 4 are calculated as in the case of the configuration 3 by taking into account
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different positions of the two menisci. In contrast to the case 3, the two conductances are generally
not the same. An overview of the conductance calculation is shown in Table A1,

The calculation of the conductances can be regarded as separate tubes connecting the water phase
pressure of two nodes and the oil phase pressures of the two nodes (cf. Figure A3).

Oil Node 1 Oil Node 2
Case 2 - g,

Case 3a and 4 - g,

‘ase 3b and 4 - gy,

Water Node 1 All Cases - gyw Water Node 2

Figure A3, Schematic drawing of the connection of the two phases between two nodes.

[n principle, the water and oil nodes could also be connected within the same node. This
corresponds to motion of the oil-water interface associated with storage of fluid in a pore. However,
the movement of the interfaces within a pore is difficult to quantify but is probably controlled by the
ability of the water to escape along the corners of the pore. The movement of interfaces within a
node s due to the change of water and oil phase pressure in this model is neglected and only the
conductances of the phases are changed with change in phase pressures.

A.3.4 Conservation of Mass for Two Phases

In the case of two-phase flow there are two mass balances, one for the water phase and one for the
oil phase. Similarly to the single-phase flow. the two phases are assumed incompressible and the
mass balance of each phase is equivalent to the volume balance. If a node point is occupied by oil
the flow of oil into the node must equal the flow of oil out of the node and the volume balance is
equivalent to the volume balance for a single phase (cf. eq. (A-10)). If a node point has not been
invaded by oil there is no flow of oil into or out of the node and the mass balance is automatically
fulfilled.

Water is present in all nodes because it acts as the wetting phase. The flow of water is due to water
entering a node from a neighboring node because the water pressure is higher in the neighboring
node. Alternatively, water can enter the node because a meniscus is entering the connection from
neighboring oil filled node. The volume balance of the water assumes the following form

Z
qu,ww + ("Iu oaw = 0 ] (A'2 I )
/=l
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where ¢, is the flowing rate of water entering the node from another water node and g, ., is its
counterpart pertaining water entering the node by meniscus displacement.

Similarly. the oil phase can enter a node from a neighboring node either because of a gradient in the
oil phase, or because a meniscus is retracting. Consequently, the volume balance for the oil phase is
given by
= o

/

un.m/ + qt;,u'n = 0 . (A'zz)

J=l

where ¢,,..0 1 flowing rate of the oil entering the node from another oil node and ¢, .., pertains to oil
entering the node by meniscus displacement.

In a matrix formulation the conservation of mass can be written as
G P=0, (A-23)

where G is 2V x 2N matrix containing all the conductance elements of the network. Pis a | x 2V
matrix containing the phase pressures of the nodes. The phase pressures at the nodes are represented
by the pairs of oil and water phase pressures. Using both phase pressures leads to a matrix
containing 4 times as many elements as compared to the formulation of Aker et al. (1998).
Consequently, considerable more computational effort is needed to determine the pressure field for
a network of the same size.

A.3.5 Capillary Pressure and Curvature of Fluid Interfaces

The description of the flow has so far been based solely on the conductance of the two phases
between nodes. However, the presence of a head meniscus between two nodes as in configuration 3
or 4 is associated with a pressure jump across the interface. The pressure jump depends on the size
of the pore in which the meniscus is located. The entry pressures of pore chambers and throats are
calculated prior to invasion of the network.

One of the major differences between the existing network models is the treatment of the variation
of the capillary pressure with the position of a meniscus while it enters a connection. Lenormand et
al. (1988). van der Marck (1997). Blunt and King (1991). Pereira et al. (1996) and Koplik and
Lasseter (1985) do not allow non-zero conductances of the phases in a connection where the
pressure field in the preceding time step was less than the entry pressure of the connection,

Mogensen et al. (1999) recognized that the pressure solution depends on whether the connection is
open to flow. He argued that closing a connection could result in a pressure field where that
connection would be open. Mogensen et al. (1999) argued that since a finite number of possible
combinations of open and blocked connections exist and the system is realizable, there exists a
combination of open and blocked connections where the new solution of the pressure does not
change the combination of open and blocked connections.

Aker et al, (1998) studied a drainage case where the pressure jump across a meniscus was allowed
to change with the position of the meniscus. They assumed that the cross-sectional area of
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connecting tubes was hourglass shaped. Consequently, the capillary pressure jump across a
meniscus also varies smoothly with the position of the meniscus although the cross-sectional area is
assumed constant. The capillary change zone is placed in the connection where the capillary entry
pressure varies linearly between the pore chamber value and the pore throat value (cf. Figure A4).
More precisely, it is situated symmetrically around the two chamber-throat boundaries of a
connection. The length of the capillary change zone /... is given as a fraction of the distance
between the nodes and can be changed as an input parameter. For positions of the meniscus inside
the chamber. but outside the capillary change zone, the capillary pressure jump across a meniscus is
equal to the entry pressure of the pore chamber. For positions of the meniscus inside the pore throat.
but outside the capillary change zone, the entry pressure of the pore throat is used.

The rationale behind the gradual change of the capillary pressure is that in reality the capillary
pressure is well defined for any position of the meniscus inside the connection between two nodes.
The curvature of the fluid interfaces will adjust according to the local phase pressures even though
the meniscus does not enter the throat. Micromodel experiments show that the curvature of the
interface changes as a meniscus is about to enter a pore throat. Also. the change in position of the
meniscus is accompanied by water flow in the connecting pore. Thus. instead of letting the local
phase pressure change by blocking the connection. the meniscus is allowed to adjust its position
inside the pore according to the pressure field.

P
c.throat

Pc.ch amber 1

/\ Pc.ch amber 2

Capillary Change Zone
Figure A4, Change of capillary pressure with the position of the meniscus. The capillary pressure varies linearly
between the value of the pore throat and the pore chamber.

The effect of including the capillary pressure jump across a meniscus term is that flow between two
node points (cf. eq. (A-9)) must be rewritten to include the pressure jump across the fluid interfaces
if a head meniscus is present in a connection.

Qi = &oalijoe Pro =P =Py )- (A-24)

[n order to preserve the matrix representation of the problem the capillary pressure jump times the
conductance term is moved to the right hand side (RHS) of the matrix equation which transforms
eq. (A-24) to the following form

G P=RHS, (A-25)

where RHS is a 2V vector containing all the capillary terms of the connections where menisci are
present.
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A.3.6 Boundary Conditions

A set of boundary conditions concerning the faces of the network is specified. In particular. periodic
boundary conditions are imposed on the network faces transversal to the y- and z-direction. For the
remaining two network faces it is necessary to specify one boundary condition for each face. For the
inlet face, either a constant injection rate or a constant injection pressure of the oil phase can be
specified. For the outlet face, a constant outlet pressure is always specified for the water phase. The
constant pressure boundary condition is introduced by adding a conductance to the diagonal element
of the conductance matrix and adding the same value multiplied by the desired pressure to the right
hand side. This is done for both the inlet and the outlet side.

The constant injection rate is usually adopted in core experiments because it is easier to control a
constant injection rate and measure the pressure drop across the core than control a constant
injection pressure and measure the injection rate. A constant injection rate boundary condition can
be invoked in the model by introduction of a pseudo inlet chamber that works as a source of the oil
phase.
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Appendix B: Pilot Study of Three-Phase Saturation Determination

B1. NMR Pilot Study of Three-phase System

This appendix describes a pilot study undertaken to investigate the feasibility of quantitative
saturation determination by Nuclear Magnetic Resonance (NMR) techniques in a three-phase
system that could serve as a model for investigating WAG processes. The intention of the study is to
decide whether it technically is practicable to make spatially resolved quantitative determinations of
the fluid saturations of a three-phase system within a chalk sample mounted in a core holder. It is
not the intention of the study to make WAG experiments or to discuss the relevance of the fluid
system in question.

Grader & O'Meara (1988) presented experimental work using the fluid system water — decane -
benzyl alcohol. This fluid system consists of three immiscible phases, with a mutual solubility of
approximately 5 p.u. between the water component and the benzyl alcohol component. The mutual
solubility of decane with both the water component and the benzyl alcohol component is very low.
Grader & O'Meara (1988). working with three-phase relative permeability, used the system as a
model of the system water — oil — gas. with the benzyl alcohol phase being a model of the oil phase
and the decane phase being a model of the gas phase. They used glass bead samples and bulk fluid
saturations determined by separator data for their work.

The present pilot study uses the water—decane—benzyl alcohol fluid system of Grader & O Meara
(1988) in connection with chalk samples and spatially resolved fluid saturation determinations by
NMR. with the aim of providing a relevant model for future experimental WAG studies on chalk
samples. A method for providing spatially resolved fluid saturation data is necessitated by the strong
capillary forces in chalk, as opposed to the glass bead samples of Grader & O'Meara (1988). The
primary aim of the study is to evaluate the potential of the Chemical Shift Imaging (CSI) principle
of NMR to provide such fluid saturation data. This principle has been used for some time at GEUS
to obtain fluid saturation data in connection with core flooding experiments (Olsen et al. 1994, Bech
et al., 2000), but only for two-phase system. The challenge of the pilot study is to extend the
existing techniques to a three-phase fluid system.,

B2. Experimental Technique

B.2.1 Core Flooding Technique

A cylindrical plug sample of Maastrichtian chalk from the oil zone of the Tyra gas field was
selected for the study. Table Bl reports some petrophysical parameters of the sample, which is
named T3A. It is fairly homogeneous, but contains some hairlines. The sample is considered typical
for the reservoir,

Table B2 reports some parameters of the fluid system water — n-decane — benzyl alcohol. Distilled
water was used for the water phase.

Only one experimental cycle of sample preparation and following NMR measurement was
conducted. The sample preparation procedure aimed at creating a sample containing significant
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Table BI. Petrophysical parameters of Table B2. Fluid properties @ 20 °C.
sample T3A. Fluid Viscosity  Density
Length =68.3 mm (cp) (g/ml)
Diameter  =37.5mm Water 1.04 0.998
Bulk volume =75.9 ml n-decane 0.92 0.730
Pore volume = 34.9 ml Benzyl alcohol 4,98 1.045
Porosity =0.460

k =5.0mD

concentrations of all three phases at one end, and the phases water and n-decane only at the other

end. In this way a well-known experimental condition would exist at one end of the sample, which

could be compared to the new three-phase condition at the other end. The desired condition was
created by the following procedure:

I. Sample T3A was cleaned by Soxhlet cleaning with methanol followed by Soxhlet cleaning
with toluene.

The sample was saturated to S, = 100 p.u. (percent units) by imbibition in vacuum, followed

by flooding with water at 5 ml/h with a back pressure of 4 bar,

3. A flooding with n-decane at 16 ml/h was conducted resulting in a bulk S, = 29.7 p.u. and a
bulk S;=70.3 p.u. At this time the fluid distribution within the sample probably was
dominated by a strong end effect (Bech et al., 2000).

4. To reduce the end effect a flooding with water at 16 ml/h was conducted resulting in a bulk

Sy =80.7p.u. and a bulk S, =19.3 p.u. An NMR measurement confirmed that the fluid

distribution within the sample now was fairly homogeneous.

A three-phase fluid distribution was created by injecting benzyl alcohol at 16 ml/h into the

sample. The injection was stopped before breakthrough. leaving two-phase water — n-decane

region in the outlet end of the sample.

Degassed fluids were used for all preparations. Between preparation step 5 and the NMR final

measurements, a 21-hour time lapse allowed the fluid distribution within the sample to equilibrate,

From preparation step 2 to the end of the NMR measurements, the sample resided in a non-

magnetic Hassler-type core holder. with a confining pressure of 18 bar. Due to the fragile nature of

the sample, the displacement pressure was kept low during the whole experiment. The maximum
differential pressure across the sample was 5.5 bar.

[

el

B.2.2 NMR Experimental Technique

A 4.7 T SISCO experimental NMR scanner was used for the NMR work. It was equipped with a
154 mm diameter insert gradient set. capable of producing magnetic gradient up to 140 mT/m along
any of three orthogonal directions, with a rise rate of 5.4*10° mT/m*s. The gradient set provides
active shielding and eddy current compensation. A Radio Frequency (RF) coil of slotted tube
resonator design with good signal homogeneity until a maximum length of 9 cm was used.

The fluid distribution in the sample was determined by a chemical shift (CSI) technique that allows
resolution of NMR signals at specific chemical shift values in two spatial dimensions (2D). The
pulse sequence is a spin-echo type sequence, which uses a gauss-shaped RF pulse to selectively
excite the desired signal. This method requires that the water and oil resonances are well-
separated (Horsfield et al., 1990). which was the case for the present work. The water and n-decane
resonances were 700 Hz apart, and the benzyl alcohol and water resonances were 400 Hz apart.
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Linewidth was 119, 74 and 167 Hz (FWHM), respectively for the benzyl alcohol. water and n-
decane resonances. A selective gauss-shaped pulse of 8.19 ms with a nominal selectivity of 490 Hz
allowed separate excitation of the three main signals. However, benzyl alcohol in addition to the
main resonance has minor resonances close to the water resonance. An interference correction
procedure calibrated on a water — n-decane — benzyl alcohol phantom corrected the main part of the
interference. A gauss-shaped pulse was used for slice selection resulting in a slice thickness of 4
mm.

B.2.3 NMR Calculations.

The experimental NMR data were processed according to the following procedure to produce
quantitative saturation data.

B.2.3.1 Interference Correction.

The interference between benzyl alcohol and water was quantified by NMR measurements on a
phantom containing benzyl alcohol. water and n-decane. The measurements were conducted with
the same pulse sequence as the measurements on sample T3A. As a result of the measurements the
water signal of every voxel of sample T3A were corrected by 40 % of the benzyl alcohol signal of
the same voxel. The validity of the correction is indicated by the condition that a strong signal in the
inlet end fitting of the raw water sensitive image is nearly removed. in accordance with the
condition that the occurrence of large amount of water in the inlet fitting is unlikely. The
interference correction is estimated to remove most of the interference from benzyl alcohol on
water, but inevitably increases the noise in the water sensitive image. The measurements on the
benzyl alcohol - water - n-decane phantom confirmed that no other interferences exist between the
three fluid phases.

B.2.3.2 Relaxation Correction.

single-exponenti ing is knc o provide good relaxation correction in chalk s
Single-exponential modelling is known to provide good relaxation correction in chalk samples
(Bech et al., 2000). and the present work therefore corrects measured magnetisation’s according to
the model

M) =M= Q)eXP{=tTT, )4 E ..nnvnsssinaiiaismsssmimmiimimiiasissniiiin (B-1)

where £ is the signal level (noise) at r=e. The CSI pulse sequence used in the present work has a
large #. mn. 10.45 ms. which results in long extrapolations from M(t=t, y,) to M(t=0). The apparent
spin-spin time constant 7, for the three fluid phases varies from 3.5 to 12.6 ms, with the lowest
values relating to water and the highest values relating to n-decane. The ratio M(t=t. ) M(t=0)
varies between 0.05 and 0.44. These long extrapolations for the models with low M(t=t, ) M(t=0)
ratio are the main cause of the poor signal/noise ratios in some parts of the saturation models
(Figures B1, B2 and B3). The signal/noise ratio is particularly bad in the water-dominated images
close to the inlet end of the sample. where the water content is low,
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B.2.3.3 Proton Density Correction

The calculated voxel M(t=0) magnetisation’s were transformed to voxel relative fluid volumes by
applying a proton density correction. The proton densities were calculated from the chemical
formula of the fluids.

B.2.3.4 Fluid Saturation Calculation

Voxel fluid saturations were calculated form the voxel relative fluid volumes assuming that

v

4
= water it "Sn--,h's"rmc + ‘Siwuw.:hulw =

This assumption is justified by the consistent use of degassed fluids, and the initial water flooding
with a backpressure of 4 bar.

B3. Results

Maps of § S, and S, ., . are presented in Figures Bl. B2 and B3, respectively. Each
map shows the distribution of a particular fluid phase in an axial slice of thickness 4 mm throughout
the sample. The grey scale and sample position in the three maps are identical, allowing direct

comparison,

wealer * n=deeane benzvl
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Saturation trajectory
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Figure B4. Position of characteristic regions within sample T3A in the ternary fluid diagram water - n-decane -
benzyl alcohol.

The inlet end fitting is seen at the right end of the sample, and the outlet end fitting at the left end.

The distribution of fluids is characterized by four regions. Region no. | occupies approximately |
cm along the length of the sample adjacent to the inlet end fitting. It is characterized by a high
saturation of benzyl alcohol, 94.0 + 3.8 p.u., a low saturation of n-decane, 6.0 + 3.8 p.u., and a
saturation of water below the detection limit which is approximately 5 p.u. for water. The variation
in fluid saturation within the regions is quantified by the standard deviation of the mean of the pixel
fluid saturations. Going through the sample towards the outlet end, Region no. 2 occupies a length
segment that measures approximately 2.5 ¢m measured along the length of the sample. It is
separated from Region no. 1 by a sharp. irregular boundary with a significant change in the
saturation of all three fluids. The saturation of benzyl alcohol drops to 55.0 + 3.8 p.u., the saturation
of n-decane increases to 19.7 + 1.4 p.u., and the saturation of water increases above the detection
limit to 25.3 £4.7 p.u.. Further along the sample axis. Region no. 3 occupies a length segment of
approximately 1.0 em. It is separated from Region no. 2 by a very sharp, gently curved boundary
with a pronounced change in the saturation of water and benzyl alcohol, while the saturation of n-
decane remains nearly unchanged. The saturation of benzyl alcohol drops below the detection limit.
which is estimated to be at approximately 3 p.u., the saturation of n-decane decreases to
18.7+ 1.3 p.u., and the saturation of water increases to 81.2 = 1.8 p.u. Further along the sample
axis, adjacent to the outlet end fitting, Region no. 4 occupies a length segment of approximately 1.5
cm. It is grades from Region no. 3 without any sharp boundary by an increase in the saturation of n-
decane and a matching decrease in the saturation of water, and an increased variation in the
saturation of both phases. The saturation of benzyl alcohol remains below the detection limit
(undoubtedly it is zero), the saturation of n-decane increases to 22.3 £ 6.9 p.u., and the saturation of
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Table B3. Bulk fluid determinations of sample |~ Water dgcrgascs to 77.3£69p.u. _S"“’“_
T3A. regions within Region no. 4 have saturations of
Separator NMR n-decane above 50 p.u. Figure B4 gives the
data (p.u.) data (p.u.) positions on the four main regions in the
- 44.2 414 ternary diagram water — n-decane — benzyl
g 191 187 alcohol. The symbols S, and S, in parentheses
n-decane ‘ . i i . . ,
. denote the phases for which respectively S,,.
Shenzvl alcohol 36.7 39.9 J

decane AN Shenzii ateonor act as models in the work
of Grader et al. (1988).

Region no. 1 is interpreted to represent a sample volume where flow of benzyl alcohol has depleted
the content of water by dissolution. Pure benzyl alcohol may dissolve approximately 5 p.u. of water,
and the flow of pure benzyl alcohol close to the inlet have carried most or all of the water that
remained behind the benzyl alcohol shock front further downstream. A peculiar condition is that the
saturation of n-decane is also depleted in Region no. 4. Benzyl alcohol and n-decane are reported to
have very little mutual solubility and. therefore, benzyl alcohol should not be able to deplete the n-
decane by dissolution. A possible explanation is that the depletion of the water phase enabled the
residual n-decane droplets that remained after the passage of the benzyl alcohol shock front to pass
downstream through the pore throats. Region no. 1 thus is interpreted to be the result of the benzyl
alcohol phase not being in equilibrium with the other two fluid phases. In future experiments with
this fluid system the benzyl alcohol phase should be equilibrated with the other two phases before
entering the sample,

Region no. 2 is interpreted to represent the normal condition behind the benzyl alcohol shock front,
with the three fluid phases being in equilibrium. It is noteworthy that saturation gradients are
virtually absent within this region. The benzyl alcohol shock front between Region no. 2 and Region
no. 3 is remarkably sharp with no sign of fingering. Indeed the shock front is even sharper than
apparent from Figure Bl and B3. because these are based on filtered data sets. From the raw data, it
is seen that the whole saturation change takes place in less than 0.5 mm.

Region no. 3 is interpreted to represent the normal condition ahead of the benzyl alcohol shock
front. In this region too. saturation gradients are virtually absent. Compared to Region no. 3.,
Region no. 4 is characterized by a larger mean saturation of n-decane. and a much more
heterogeneous fluid distribution. The raw NMR data clearly shows that the heterogeneous fluid
distribution is connected with sample heterogeneities. It is suggested that the increased content of n-
decane represents the capillary end effect.

The reproducibility of pixel fluid saturations may be estimated from the standard error of the mean
in regions assumed to be homogeneous. In this way the reproducibility of the pixel fluid saturation
at the 1o level is estimated to be 2-5 p.u. for water depending on the amount of interference from
benzyl alcohol. The appearance of regions of low water saturations is the main problem because the
relaxation modelling becomes very imprecise. The reproducibility of pixel fluid saturations is
estimated to be 1.5 p.u for n-decane. and approximately 3 p.u for benzyl alcohol.

The accuracy of pixel fluid saturations cannot be directly determined. However, the mean NMR
fluid saturations of the whole sample region agree well with the bulk saturations of the sample
determined from separator data, cf. Table B3. The deviation between the two methods varies
between 0.4 p.u. and 3.2 p.u. This deviation includes any error caused by comparing the fluid
saturation of a 4 mm slice with the fluid saturation of the whole sample. An estimate of the pixel
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accuracy may be given as the bulk accuracy plus the pixel reproducibility, i.e. accuracy between 2
p.u. and 7 p.u. at the 1 & level.

B4. Test of 1D CSI method

A preliminary test of the 1D CSI method of Olsen et al. (1994) was made. The acquired data have
not been processed. but a raw data set is presented in Figure BS. The water, n-decane and benzyl
alcohol signals are well resolved. and the sample and fluid system is considered well suited for 1D
flooding experiments similar to the work of Bech et al. (2000).

Relative to the 2D CSI method the 1D CSI method has the following advantages and disadvantages:
[. The 1D method acquires signal from the whole sample volume.
Much shorter echo times may be used resulting in significantly better accuracy and precision.
Acquisition time for the 1D method is approximately one third for comparable measurements.
while the data processing time is approximately one half.
4. Information for one spatial dimension is lost for the 1D method.
[n case of flooding experiments. the 1D method will often be advantageous, because such
experiments are essentially 1D experiments. The existence of transverse fluid movements and
longitudinal fingering may be checked by a 2D method.

W Mo

Figure BS. Raw NMR data set acquired with a 1D CSI pulse sequence. The frequency axis is vertical
with a range of 8000 hz. The spatial dimension is horizontal with a range of 9 em, The spatial dimension
has the same orientation as in Figs, B1, B2 and B3, i.e. the sample inlet is towards the right. The top trace
is the oil signal, the middle trace is the water signal with interfering benzyl alcohol, and the bottom trace
is the main benzyl alcohol signal.
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B5. Conclusions

* 2D quantitative saturation maps using the fluid system water - n-decane - benzyl alcohol may be
produced for chalk samples with a 2D CSI technique. The reproducibility of the pixel fluid
saturation is between 1.5 and 4 p.u. at the | o level. The accuracy of the mean fluid saturation for
the whole sample is 3 p.u. or better,

* For flooding experiments that are essentially 1D experiments a 1D CSI technique appears to be
an attractive alternative to the 2D method.
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Abstract

This paper is concerned with planning and optimization of
three-phase  immiscible ~ Water-Alternating-Gas  (WAG)
injection processes. This goal is achieved by applying an
iterative procedure linking the pore-level displacement
mechanisms with a macroscopically defined WAG process.

Introduction

The adopted investigation strategy starts with an
experimental micromodel study of a WAG injection process.
Micromodels are physical analogs of a discrete mathematical
model of porous media. In micromodels used in this study pore
networks were etched in silicon and covered by transparent
glass plates with similar surface properties.

The goal of the micromodel experiments is to identify the
pore-scale displacement mechanisms ensuring small residual
oil saturations and increased oil relative permeabilities in
three-phase sweep displacement patterns. The pore-scale
mechanisms identified during micromodel experiments are
then incorporated into a three-dimensional mathematical
network model based on percolation theory. The role of the
network model is to determine the relative permeability
functions for a prespecified saturation path traversing the
domain of three-phase coexistence. The relative permeability
functions is then used as input to a 1-D reservoir simulator
which computes its own saturation trajectory.

The saturation path used by the network and its counterpart
produced by the reservoir simulator may not be the same.
Consequently, an iterative procedure, similar to that suggested
by Fenwick and Blunt’, is started. The goal of the iterative
procedure is to compute a set of relative permeabilities for the

three coexisting phases that yield identical saturation paths for
the network model and the macroscopic 1-D simulator.

Injection and Initial Conditions for the WAG Process
The petrophysical parameters used in the computations
described in this paper are the same as in Marchesin and
Plohr*

Three sets of macroscopic WAG injections coresponding to
different proportion of injected fluid volumes are considered.
The injection cycles of the three sets are as follows:

e  65% water and 35% gas,

*  60% water and 40% gas,

e 55% water and 45% gas.

During each cycle one percent of the total pore volume is
injected. The total number of cycles is 43. The initial state of
the reservoir is the same in the three cases, namely 76% oil,
16% water and 8% gas.

In all cases the initial point of the saturation path traversing
the triangular domain of the three-phase coexistence is situated
near the oil vertex (see Figure 1). The final point appears at the
opposite edge corresponding to a depleted oil reservoir.

The saturation profiles versus position for the three sets of
initial conditions for the oil, water, and gas phases, obtained
using a 1-D reservoir simulator (Eclipse 100) with 1000 grid
points are shown in Figures 2,3, and 4, respectively.

In the case where capillarity is ignored, the oil saturation
profiles are practically identical to those obtained by solving
the Riemann problem underlying WAG injection processes’.
The Riemann problem is defined as a conservation law
together with initial data consisting of two constant states
separated by a discontinuity (see LeVeque®). A state is defined
as a point in the saturation triangle, i.e., a value of a vector

s =(S,,S,,8,). More specifically, for three-phase flow,

the Riemann problem is defined as the solution of the
following system of partial differential equations:

s, +4s, =0, )

inside the domain €2 defined as follows

2={(S,,5,);0<8,,8,:S,=1-8,-8, <1},
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for —o0 < x < 00 and t=0, with the initial condition

5, x<0,

s(x, t=0)={ . s (2)

where §,and §, are constant states usually referred to as the

left state and the right state, respectively,

The solution of the Riemann problem underlying a three-
phase WAG injection process contains in addition to classical
Buckley-Leverett shock waves and auxiliary slow waves two
new types of waves: a shock wave of intermediate speed and a
fast, decaying, oscillatory injection wave’.

The three wave groups can also be seen by inspecting the oil
saturation profile computed by the 1-D reservoir simulator
corresponding to the initial condition where 60% of injected
fluid volume consists of water and 40% is gas (cf. Figure 2).

The first group is a slow wave group extending from S" to
g s being a constant state. The second constant state, S® is
connected to the right state S* by a weak Buckley-Leverett
shock wave representing the fast wave group. The shock wave
connecting the slow and fast wave groups, extending from to
S* to S®, represents a new type of shock wave, It is referred to
as a transitional shock wave. The amplitude of this new type
of wave can be considerably larger as compared with the
classical Buckley-Leverett shock wave. Figure 2 shows three
oil saturation profiles corresponding to initial conditions 65%
water and 35% gas, 60% water and 40% gas, and 55% water
and 45% gas, respectively. Marchesin and Plohr® pointed out
that presence of transitional waves is associated with
substantial improvement of recovery efficiency of WAG
injection processes.

Network Model for Three-Phase Flow

Three-phase flow displacement mechanisms observed in
micromodel experiments consist of the classical two-phase
mechanisms'® and a new class of mechanisms referred to as the
double mechanisms where one two-phase mechanism is
associated with another two-phase mechanism. Keller et al®
and @ren et al.” have presented a number of double
mechanisms appearing in three-phase flow based on
micromodel experiments.

All three-phase double mechanisms are associated with a
critical pressure thresholds which must be reached to ensure
their activation. Consequently, the injection of one of the three
phases for a given fluid configuration in the network will lead
to a well defined sequence of pore events associated with a
given capillary pressure sequence.

The network model is made up of a regular cubic lattice
with 30 x 15 x 15 pores. The nodes of the lattice correspond to
pore bodies while bonds correspond to throats. In order to
reduce finite size effects periodic boundary conditions are
imposed on the faces of the lattice perpendicular to the flow
direction.

The pores are assumed to have square cross sections . The
pores and throats are assigned sizes corresponding to the

inscribed radius of their square cross section. The pore size
distribution is uniform in the intervals [10 zon , 20 um ] and
[5 gam -10 gom ] for the pores and throats, respectively.

Moreover, the distance between the pore bodies is set equal
to 52 microns. The length of the pores is set to twice the pore
radius. Finally, the length of the pore throats varies and is
calculated as the distance between the pore bodies minus their
radii.

Phase Saturations in a Single Pore

In a single pore there are four possible fluid configurations
with different numbers of participating phases. The four cases
are as follows:

+ water

+ water and oil

+ water and gas

+ oil, water, and gas.

All three phases are assumed to be incompressible.
Consequently, the saturations of the three phases are given by
the capillary pressures of the three possible interface
configurations, the geometry of the pore and the contact angles
of the phases.

The volume of the pore bodies is given by the following
expression

v, =8r;, 3)

where r, is the inscribed radius of the pore body. The volume
of the throat is given by

V,=4r?-1, )

(1
where r, is the inscribed radius of the throat and /, is the length
of the throat.

In the case of oil and water present in a pore throat or pore
body, the volume of the water in the pore is given by

V,=A4,-1, (5)
where

cot(a)- cos’ (a + 0) +
A, =41 |- [% ~(a+ 0)) + NG

+(cos(a + 0)- sin(a + 0))

where r,, is the curvature radius of the water-oil interface, @
is the half angle of corner, and @ is the contact angle between

oil and water.
The volume of the oil phase is given by
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Vo=4,-1, (7 8 = "8 (11)
Hi8p

The area of the oil phase is given by
A,=4r' - 4,. )

For pore bodies the expressions are the same except that the
lengths and radii are for the pore bodies.

In the case of a gas-water system the expressions for the
volume and area of the gas phase are similar to eq. (7) and eq.
(8) as gas essentially plays the same role as oil. However,
different values for the contact angle and the interfacial
curvature are used.

In the case of three phases coexisting in the pore, oil appears
as a layer separating gas and water ™, The area of the oil in
this case is given as the difference of the wetting area in the
case where oil and water are pressent and the case in which gas
and water are present. If this arca is negative due to the actual
capillary pressures, the oil layer is absent™,

Conductance of the phases in a single pore

In the simplest case when a pore or throat is completely filled
by one phase the conductance can be determined using
Poiseuille’s law (Fenwick and Blunt **)

4
_Ta

81’

)

’A
where 7, =.[—, i is the viscosity of the « phase,
T

and A, is the area of the cross-section of the pore or throat.

Finally, r and / are the inscribed radius and the length of the
pore or throat.

A
"ORuml’

where A" stands for the cross-sectional area of the aqueous

(10)

phase in pore i, 7, is the interfacial curvature of the interface
separating the aqueous phase and the nonwetting fluid, and
R v is a dimensionless resistance factor.

In the case where three phases coexist in a pore or throat,
one can still use eq.(9) and eq.(10), but this time with

ry = Ya( —;‘- +r). The conductance of an oil phase is

given by the expression

where A, is the area in the corner covered by oil and gas and

R /o 15 the dimensionless resistance factor corresponding to

the flow conditions of the oil phase.

The analytical expression for the dimensionless resistance
factor developed by Zhou et al.'' have been used in the
calculations of phase conductances.

Computation of Three-Phase Relative Permeability
The incompressibility of the three phases leads to the mass
balance equation in the following form

z
29y =0, (12)
J

where Z=6 is the coordination number and ¢, stands for the

flow rate of phase & between the pores i andj .
The flow rate is given by the following expression

q"-"j =‘gﬂ-U(Pﬂ'i _Pa',,' )' (13)
where g, stands for the conductance of phase @ between

the neighbouring pores / and j. It is defined as the harmonic
mean of the conductance between the centers of pores 7 and j.
More specifically,

I—]+-{(1+]) (14)

grx}j ga‘,l 2 ga,i ga.}'

where g, represents the conductance of phase & in pore i,

84, is the conductance in pore j, and g, is the conductance

of the throat connecting pores i and ;.

One of the important tasks performed by the network model
is to determine the relative permeability functions as it
traverses a saturation path in the three-phase region. The main
steps of the calculation procedure are as follows (Fenwick and
Blunt®):

¢ A representative section of the network model is
chosen for the calculation of relative permeabilities to
avoid inlet and outlet boundary effects.

¢ The saturation of the desired phase is determined using
the method outlined in the preceding section.

¢  The non-wetting phase and intermediate phase are
examined to find out whether either of the phases is
continuous from one end of the selected section to the
other. If a phase is not continuous its relative
permeability is assumed to be zero.

¢ The conductance of a phase between the pores i and j
in the selected section of the network is determined
using the harmonic mean.
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¢+ Constant boundary conditions are imposed on each
side of the selected section of the network.

¢ The mass balance condition (eq. (12)) is combined
with eq. (13) for the flow rate between each pore.

¢ The computed pressures of the pores are used to
determine the flow rates the phase in and out of the
selected section of the network using eq. (13).

¢ The multiphase version of Darcy’s law is used to
determine the relative permeabilities of each phase at
the desired saturation.

The Iterative Procedure

Flow at the pore level is described by the network model. At
the field-scale it is computed by means of a reservoir
simulator. The link between the two levels is provided by
relative permeabilities and saturation paths obtained from the
network model and reservoir simulator, respectively.

The field scale model is one-dimensional (1-D) with given
fluid properties, initial and operating conditions. For a given
set of relative permeabilities the reservoir is produced for a
time, fma Sufficiently large to ensure that any shocks and
rarefaction waves are resolved. The resulting saturation path is
given by the saturations {S., Su Sp i = 1,.., m}
corresponding to the time f = f,4. Using this field-scale
saturation path a three-phase displacement is now carried out
with the network model. This displacement produces a new set
of relative permeabilities. If the relative permeabilities from
the network model are equal to those used in the reservoir
model the relative permeabilities are called self-consistent.
This means that the network model computes relative
permeabilities for a sequence of saturation changes that is the
same as the sequence that results from a 1-D field-scale
simulation using the same relative permeabilities (Fenwick and
Blunt (1998))*

In general, however, the two sets of relative permeabilities will
be different. The relationship between them can be written as
follows

kra.mn =g(kra.slm )' =W, 08 (15)

where subscripts nm and sim refer to the network model and
reservoir simulator, respectively. The function g represents the
sequence of field- and micro-scale calculations outlined
above. In order to compute the set of self-consistent relative
permeabilities we must solve the non-linear equation system

kra,mn -g(kra,ﬂm) - 0" a=wog (16)

In both the simulator and the network model the relative
permeability for each phase is specified as function of the
phase saturation by means of tables. If each tabel has ntab
entries the total number of unknowns in Eq. (16) is

n=3*(n, 1)) (17)

assuming that only the entries k& , (0) = 0 are given. In order

to reduce the number of unknowns the relative permeabilities
are approximated by means of analytical functions, viz.:

k.S, )=r.(a,, a,,..a,,.S,) (18)
ko (So )=fro (ao,l 140,259 no>» So) (19)
k,g(SgFf,g (ag,l,aglz,...,ag,ng,Sg) 20)

The non-linear function defining the self-consistent set of
relative permeabilities can be written as follows

F(a)=0 1)

where

F(a)=a- f(a) (22)

and

=T
i (. SRR, TR N S

2,12 "o no?

ivelgng} @3)
The function F is defined by the following sequence of
calculations:

For a given (guessed or computed) set of parameters, &

¢ Compute the relative permeabilities from Eqgs. (18- 20).

+ Calculate the corresponding field-scale saturation path.

¢ Using this field-scale saturation path a three-phase
displacement is now carried out with the network model
producing a new set of relative permeabilities.

¢ New values of the parameters @ are then determined by
least-square-fitting the analytical expressions Egs. (18-20)
to the relative permeabilities from the network model.

¢ If the new and old parameter values agree within a
specified tolerance then stop else return to step 1 and
repeat the iteration cycle.

The field-scale reservoir simulations are carried out by
ECLIPSE 100. The non-linear equation system (eq. (20)) is
solved by the MINPACK algorithm HYBRD (Garbow et al.
(1980)).



SPE 59324 THREE-PHASE IMMISCIBLE WAG INJECTION: MICROMODEL EXPERIMENTS AND NETWORK MODELS

135

Acknowledgements

The authors are grateful to M.J. Blunt, D.H. Fenwick, D.
Marchesin, and B.J. Plohr for stimulating discussions
concerning microscopic and macroscopic models of three-
phase flow in porous media.

The micromodels used in this study were manufactured in
cooperation with Microelectronic Centre (MIC) affiliated to
Technical University of Denmark (DTU).

Nomenclature

- 2x2 matrix
= area of phase &

A

A

a = parameter in analytical expression
da = vector of parameters
a

/

= fluid phase (@ = {0, , g})
= nonlinear function

) 2 = relative permeability specified analytically
F = nonlinear function
g = nonlinear function
g - gas
g = conductance of a fluid phase
Bay = conductance of phase @ in pore /.
8ay ™ conductance of ¢ phase between i andj
k, = relative permeability, fraction
ke = relative permeability to water, fraction
k = Number of unknowns
Piab = Number.of table entries
n, = Number of axial grid cells in the simulator
0 = oil
Ry ™ dimensionless resistance factor for & phase
Tow = curvature radius of the water-oil interface
Iy - inscribed radius of pore body
I = incribed radius of pore throat
s = vector of three phase saturations (S,,S.,Sg)
S8 = partial derivatives of s w.r.t ¢ x
Sa = saturation of @ phase, fraction
t time, days
q = flow rate
Vi = volume of pore body
V. = volume of pore throat
w = water
Z = coordination number of a lattice
Subscripts
g = gas
J = phase index
max = maximum
ng = number of parameters in analytical

expression for the gas relative permeability
no = number of parameters in analytical

expression for the oil relative permeability

nw - number of parameters in analytical
expression for the water relative
permeability

nm = network model

0 = oil

s = vector of three phase saturations

sim simulator or simulation

w = water

Superscripts

T = transposed
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Fig. 1. Saturation Paths for Three Different WAG
Injections
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Fig. 3. Water Saturation vs. Axial Length
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ABSTRACT

This paper is concerned with two transport mechanisms governing three-phase
displacement in porous networks. The first mechanism appears in three-phase
mixtures near a tricritical point. In this case the system is in the complete wet-
ting regime. The oil phase creates thin films situated between aqueous and gas
phases through which it can be drained. The thermodynamical model involved
in planning of oil recovery processes near a tricritical point is described. It con-
sists of the model of van der Waals of a diffuse interface and that of Griffiths’of
near-tricritical mixtures. The second transport mechanism involves thick oil layers
sandwiched between water and gas in wedges of angular capillaries. Calculations
using an idealized model of a capillary tubing with angular cross section show that
for adequate combinations of pore geometry and fluid properties such layers are
thermodynamically favorable even for three-phase systems in the partial wetting
regime.

KEY WORDS: complete wetting; oil film; oil layer; oil reservoir; par-
tial wetting; pore network; spreading coefficient.
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1. INTRODUCTION

The oil phase in hydrocarbon reservoirs appears in two different connectivity
regimes:

e the continuous regime in which oil spans large portions of the porous net-
work extending over many pore diameters.

o the "blob regime” in which oil mainly exists as disconnected ganglia.

The continuous regime can be found in virgin reservoirs, i.e. before the start
of oil production. On the other hand, as more and more of oil is produced and
the reservoir pressure gradually decreases, the continuity of the oil phase breaks
down.

The transition between the two regimes takes place after some amount of oil
has been produced. Thus, the oil phase remaining in the reservoir consists of
myriads of disconnected ganglia.

Consider now an isolated oil ganglion blocking a capillary of a nonuniform
CTOSS-section.

The ganglion is assumed to be under the influence of an external pressure
gradient and the opposing force due to the capillary pressure. The balance of
forces acting on the ganglion can be stated as follows:

20
) = . 1
P2 Pl+ Rg, ()
20
= —-—-Ow 2
Ps=P+ R (2)

where ¢, is the oil-water interfacial tension. R; and R, are the downstream
and upstream mean radii of curvature, respectively. P, P, Ps, and P, are the
pressures associated with the ganglion’s rear and front oil-water interfaces (see
Figure 1).

Combining eq.( 1) and eq. (2) gives,

1 1

Py = Py =200~ 7-)- 3)

The pressure drop in the aqueous phase is given by
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P, — Py =AY, @)

where AW, is the drop of pressure potential. Substituting for P; — Py in ¢q.(3)
gives,
1 1
200u(—=— — =) = AV,
ol B T R =

The transport velocity of the aqueous phase can be estimated from the Hagen-
Pouseille equation:

at AP,
I?w-‘_@ I ) (6)

where [ is the approximate length of the pathway, a is its average radius, and p is
‘he viscosity of the aqueous phase.
Combining egs. (4) and (6) gives the following expression:

1 1 8y, Yl
ow - = . t 7
Wol =R = a7 (7
Thus the length, I, of the ganglion is given by the following expression,
1 1 81ty Dy
L D o o o e Y 22, 8
o (Rl R2)/( ) (8)

The approximate volume of the ganglion (neglecting its extreme ends) is as
follows:

Y £ 02 2 i _ _1_ Hoy P
ﬂRaﬂI o (U.2J‘?TR‘!G {Rl Rg))/( . ) (9)

—
-
et

I

The above expression can be stated in a more compact way by introducing
a dimensionless group of parameters, IV, defined as follows,

D
N, =2 (10)
Oow
.. is often referred to as the capillary number.

Equation (9) can be reformulated as follows.

R L ) an
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The total amount of oil left in the interconnected network of capillaries can
be obtained by replacing the quantities appearing in eq.(11) by their statistical
averages. Consequently, eq.(11) can be rewritten as follows,

const.

Sor = N (12)
where S, is the residual oil saturation representing the total volume of the oil
phase left in the network after the loss of continuity.

Typical values of N, at the end of a water injection are approximately 10~7 —
10-%. It is usually assumed that N, must be increased to 10~* — 102 in order to
mobilize a significant amount of the residual oil. Such an increase of the capillary
number can be achieved, for example, by injecting water a into the formation.
However, a significant increase of water velocity, 7,,, is only possible to the ex-
tent one can increase the pressure gradient created by the injection pumps by the
same order of magnitude. Similarly, one can increase the viscosity of water by
injecting water-soluble polymers. However, such action will be hampered by its
limited effect on the oil flow rate. This is the reason why the only way to achieve
a significant increase in capillary number, N,, in eq.(12) is to decrease the inter-
facial tension o (cf. eq.(10)). The oil-water interfacial tension can be reduced, for
example, by injecting a surfactant into the formation. This leads to creation of a
three-phase fluid mixture in the subsurface characterized by the ultralow oil-water
interfacial tension and modified wetting properties Wetting properties of near-
critical three-phase fluid mixtures relevant to enhanced oil recovery processes are
described in the next section.

2. WETTING REGIMES IN OIL RESERVOIRS

Hydrocarbon reservoirs contain three coexisting phases: water, oil, and gas.
Depending on the value of the initial spreading coefficient, S* oil can either spread
as a thin wetting film or create a lense situated between the water and gas phases.
The initial spreading coefficient S* is defined by the following expression,

S = O gy = (Cow + Tg0), (13)

where ¢ stands for the interfacial tension, the subscript g stands for gas, w repre-
sents water, and o indicates oil.

Figure 2 shows the forces acting at the three-phase contact line along which
water, oil, and gas phases meet. The oil phase at the gas-water interface originates
cither from adsorption from the vapor phase or can be attributed to spreading. The
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equilibration of the three coexisting phases leads to a notion of the equilibrium
spreading coefficient,

S =05, = (Oow + %), (14)

The equilibrium spreading coefficient, S°9, is either negative or equal to zero.
More specifically, when S = 0, the oil phase completely wets the gas-water
interface. On the other hand, for S*7 < 0,4t only partially wets the gas-water
interface. It should be noted that the equilibrium spreading coefficient S can
never be positive. If, momentarily, it were gas-water interface would immediately
coat itself with a layer of the aqueous phase, replacing the supposedly higher free
energy per unit area of the direct gas water contact, o,,,by the supposedly lower
sum of the free energies per unit area of gas-oil and oil-water contacts, 04, + 0 o
thereby lowering the free energy of the system [1].

The message contained in the above statement is that the spreading coefficient
may change as the thermodynamic state of the system varies. Over a certain range
of a chemical potential (or another thermodynamical field) the spreading coeffi-
cient may be negative. Otherwise, it is equal to zero (see Figure 3a). The transition
between the two regimes occuring at (1 = p* is the wetting transition predicted
theoretically by Cahn [1]. In particular, presence of a wetting transition can be
deduced theoretically in three-phase mixtures close to a tricritical point. The de-
duction procedure is based on van der Waals-Cahn-Hilliard theory of near-critical
interfaces briefly described in the next section.

3. VAN DER WAALS THEORY OF INTERFACES

This section describes van der Waals theory of an interface separating two
coexisting phases in its modern version applicable to a large family of multicom-
ponent systems whose behavior can be described in terms of a suitable order pa-
rameter. Before we state a formal definition of the order parameter, we make a
distinction between two types of intensive thermodynamic variables: fields and
densities [2]. By fields we understand those variables, that have the same values
in the coexisting phases (e.g., pressure, temperature, chemical potential, etc.). On
the other hand, the variables which have different values in each coexisting phase
(e.g., mole fraction, composition, etc.) are referred to as densities.

The order parameter can be thought of as some linear combination of density
variables characterizing the system under consideration. It is usually interpreted
as a numerical measure of the "amount of order” that exists in the neighborhood
of the thermodynamical state characterizing the system under consideration.
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Consider first a multicomponent mixture consisting of two coexisting phases
(e.g., two liquid phases or a liquid phase in equilibrium with its vapor). The order
parameter is denoted by X. X, and X stand for the values of X in the bulk «
and /3 phases, respectively. When the coexisting « and 3 phases correspond to a
one-component liquid and its vapor, .X can be interpreted as equal to p— p, where
p is the specific density of the liquid and p, is its value at the critical point. In the
region of two-phase coexistence, the order parameter takes the value X, in the &
phase and Xjg in the # phase.

Let’s denote the interfacial free energy density of a two-phase system by f(X).
It is well known that f(X) is a continuous function in X with a characteristic
"hump” corresponding to the two-phase region p, — p. = Xo < Xg = pg — pe.
(3]. The fundamental assumption of van der Waals theory is that the interfacial
frec energy is a sum of two components. The first component is the function
~V(X) defined as the difference between f(X) and the straight line. The second
component is an expression proportional to the square of the composition gradient
ie.,

1 dX
U(z) = =V(X(2)) + 5ml )% (15)
where z is a distance in a direction perpendicular to the plane of the interface and
m 1§ a positive constant.

The total free interfacial energy per unit area is defined as follows.

oa 1 th
o= [ {-V(X(2)+5m(G)%. (16)
It should be noted that
S 4 =X (R
and
lim X = Xﬁ. (18)
=00

The equilibrium density profile is the function X (z) that minimizes o ineq.(16).

The equilibrium density profile can also be obtained in a different way utilizing
an analogy between the above mentioned minimization problem and the particle
moving in a one-dimensional space subject to potential V(X)) [1]. In the parti-
cle analogy, the X (=) that minimizes o is the position coordinate of the particle
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moving between X, and X3 (Hamilton's principle). Thus the equilibrium density
profile can be obtained from the Euler-Lagrange equation (L is the Lagrangian of
the system).

dL d, oL

X = @'ax” (19
or, equivalently
X oV
T?l(-;i»j) = -'(.W. (20)
Thus eq.(16) can be restated as follows,

Xp

o= [ (=V+K)dz = fr —2mV(X)dX @1

where K = 1m(%X)? is the kinetic energy of the particle and o corresponds to
the action defined as the integral of momentum over coordinate.

The above equation will be used in the calculations of the equilibrium spread-
ing coefficient in a multicomponent mixture exhibiting tricritical behavior. The
necessary framework for such calculations is the Van der Waals-Landau-Griffiths
model of three-phase equilibria near a tricritical point. This model is briefly de-
scribed in the next section.

4. GRIFFITHS MODEL

The main assumptions of the Griffiths model of a tricritical behavior are as
follows [2]:

1. The free energy density is an analytic function of the fields and densities.

2. In a sufficiently small neighborhood of a tricritical point, the free energy
density can be expanded in a power series of the one-dimensional order

parameter ¥,
F(¥) = ayV + ap¥? + a3 ¥® + ' + ¥°. (22)

The a; are model fields that are related to the physical fields f (such as e.g.,
temperature and pressure) by the linear relations,

4
ai =) a(fu = fur)- (23)
k=1
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The coefficients a; are initially unknown and appear as a matrix of constant
coefficients. fi, are the values of fi at the tricritical point.

The absence of the term as is due to the fact that it can always be eliminated by
replacing W by W + Wy in choosing W, appropriately. Furthermore, the coefficient
ag must be positive (for thermodynamic stability) and can be set equal to unity.

In his model Griffiths uses a free energy defined by the following relation

Q=0 +Q, (24)

where the regular part, 2., is an analytic function of the ficlds and the singular
part, §2,, is given by the following equation,

Q, = lxl‘énF(al,ag,ug,ud;‘P). (25)

The order parameter W takes different values in the coexisting phases. More
precisely, these values appear at the absolute minima (with respect to W) of F' (cf.
eq.(22) ) for a fixed value of a = (a}, a3, a}, ay; ¥). If these minima occur for
several values of U then each of these values can be ascribed to a distinct phase
and {a] } belong to an appropriate coexistence manifold in the field space diagram.

anﬁths [2] has shown that for the class of mixtures exhibiting tricritical be-
havior one can associate the temperature with the field a4, i.e. aq ~ (T' —Tt) /Tt
where T} is temperature corresponding to the tricritical point. Consequently, by
keeping a4 fixed one obtains an isothermal section of the phase diagram. An ex-
ample of such a section is shown in Figure 4. Three-phase region is spanned by
an infinite series of triangles. The points in the interior of each triangle represent
the overall compositions of the three-phase mixtures. The compositions of the
three phases lie at the triangles’ vertices. As the tricritical point is approached, a4
traverses a range of negative values toward a, = 0. This approach is not arbitrary:
it is controlled by three different exponents describing the geometry of the three-
phase region near the tncnucal point. More specifically, thickness of the stack
of triangles shrinks as ]a4| : the altidude of each triangle vanishes as |a4|; and
the length of the three- phase region (measured as the length of the longest side of
the triangle) varies as |a4| . As shown in Figure 5, near the tricritical point the
three points representing the coexisting phases become asmptotically collinear.
Consequently, there is always a phase, which in all its properties, is intermediate
between the two other phases.

Prediction of multiphase behavior of a concrete mixture requires knowledge of
the relation between the model variables and their experimental counterparts [4].
However such knowledge is not necessary if one is only interested in qualitative
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properties of the phase behavior. In this case one can disregard the regular part of
the free energy, (2., because it does not affect the nature of the phase diagram. By
a "phase diagram” we mean here the set of points at which two, or more phases,
coexist. Thus a phase diagram is essentially a "map” of the singular part of the
free energy, 2,

The minimization of the total thermodynamical potential, €2, with respect to
¥ results in a cubic equation [1,2],

1 1
P4 Eaﬁl’ + 5% = 0, (26)
with three real roots ¥, W, and W, provided that a4 < O and | ag |< 4(—a/6%).

The solution of eq.(26) can be written in a unified way as follows,

W5 = Acos gy, (27)
where
120+0 if d=a
¢s={ 120-0 if d§=p (28)
0 if 0=v

It should be noted that € lies in the interval 0 < @ < 60° , A = (—%)‘%, and
aq < 0.
The fields a; can reformulated as follows [4],

3

a; = gAs cos 0, (29)
9

Qz = EA"' (30)

o -%Ascos:}l?. 31)

According to the van der Waals theory of interfaces, the interfacial tension
between phases « and (3 is given by the expression,

o=my [:‘” V=V (¥)av, (32)

where my1s a smoothly varying function of fields.
Following Griffiths [2,5,6] the excess free energy density is given by,
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Tap = 00(¥p — ¥a)*(30,) (00 = const.), (33)

oy = ao( Wy — V) (3¥a). (34)

Summarizing, the calculation of interfacial tensions in the three-phase region
are performed according to the following algorithm:

1. Specify the overall composition p = (p,, o5 0,) and fix a; < 0.

2. Select az(p) such that | az | < 4(—9‘—;)% and find @ (cf. eq. (31).
3. Calculate V,, W5, and W5 from eq. (27).
4. Find 0,4, 0, from eq. (33) and eq. (34).

The equilibrium spreading coefficient S*%(cf. eq.(14) and, consequently, the
type of wetting regime, can be now readily determined. The interfacial tension
plots corresponding to the path 2 in the composition space which enters the three-
phase region through a tieline where two phases are in equilibrium (cf. Figure 4)
and leaves it through a similar tieline is shown in Figure 6.

5. OIL LAYERS IN THE PORE SPACE

This section is concerned with a simple model describing behavior of three
phases in a wedge appearing in pore space [7,8]. The oil-water contact angle is
assumed to be smaller than the gas-oil contact angle i.e, 0., < 04, (see Figure
7a). In addition, only the radii of the curvature, r,,, and ry,,of the oil-water, and
gas-oil interfaces in the plane of the edge are assumed to be finite. Consequently,
the oil-water- and gas-oil capillary pressures are given by Peow = Oow/Tow and
Pego = 0go/Tg0, TEspectively. The oil layer ceases to be stable as soon as the oil-
water-solid contact line coincides with the gas-oil-solid contact line (see Figure
7b). In this case, the distance AB shown in Figure 7b for an interface of radius r
and contact angle 0 is given by the following expression,

rcos(ﬂ + )
sin 4
where 3 is half angle of the wedge and 0 + 8 < 7/2.

AB = (35)
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A ratio of interfacial curvatures associated with oil-water and gas-oil interfaces
is defined as follows,

R= Tow — @.g_ﬂ‘ (36)
Tgo  Poow Ogo

If 750 >> Tou,then the oil layer becomes very thick. As R— > 0, only oil
remains in the wedge. The coincidence of the oil-water-solid and gas-oil-solid
contact lines occurs at the critical ratio R, of interfacial curvatures R,

_ co8(0,0 + 3)
 co5(0ow + B)
Thus, a stable il layer separating gas and water is possible only when R <

R.. For R > R., the oil layer is absent and there is a gas-water interface in the
wedge.

Assuming that a molecular film of water covers the porewalls and that the
system is water-wet (i.c., O = 05 = 0), the balance of forces at the gas-oil-
solid contact line gives the following relationship,

R. (37

Oquw = g0 €08 0go + Tons- (38)
Eq.(38) can be restated as follows,
e
cosfy, =1+ —. (39)
o-go

Using the above relationship, the critical ratio . defined by eq.(37) is given
by the following expression,

Rom i S k0 4 S e g (40)
o P

g0 90

Figure 3b explains behavior of oil layers present in a wedge as the spreading.
coefficient decreases from zero to a negative value. It turns out that the critical
ratio R, decreases as the spreading coefficient 5°7 decreases. This explains why

in strongly water-wet systems oil layers may be present for S* < 0, and absent
for S°7 = 0.
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6. FINAL REMARKS

The simultaneous equilibrium of three phases has been described in two cases:
(a) the complete wetting regime near a tricritical point and (b) in a capillary tubing
of polygonal cross-section. In the former case the macroscopic condition that
must be imposed on the three coexisting phases is absence of a line of three-
phase contact or, equivalently, that the equilibrium spreading coefficient 57 = 0.
In the case where three-phases are situated in the edge of a polygonal tubing, it
is possible to link the capillary pressures associated with the water-gas, oil-gas,
and oil-water interfaces with their interfacial curvatures using Laplace equation
of capillarity. Consequently, unlike the former case, the oil layers in wedges of
capillary tubings can be found even when S°? < '0. However, as the spreading
coefficient decreases, the the critical ratio R¢ also decreases and oil layers become
less likely to exist.
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CAPTIONS

Figure 1: Entrapped oil ganglion blocking a capillary.

Figure 2: (a) Oil phase spread on water in the presence of their common
vapor prior to equilibration. The initial spreading spreading coefficient S* < 0.
(b) The configuration of three equilibrated phases in the complete wetting regime
(57 = 0). (c) The configuration of three equilibrated phases when 57 < 0.

Figure 3: (a) Variation of the equilibrium spreading coefficient 5*%as a ther-
modynamic field yz changes. At g = p* there is a transition between the complete
and partial wetting regimes [1]. (b) Variation of the equilibrium spreading coeffi-
cient 59 in a square-sectional tubing as the critical ratio of capillary pressures R,
decreases.

Figure 4: Three-phase region in an isothermal composition space. Itis a three-
dimensional volume spanned by an infinite series of triangles (three of which are
shown in the Figure. The points in the interior of each triangle represent the
overall compositions of mixtures whose phase compositions lie at the triangles’
vertices. The lines K » and K 3 are critical phases in equilibrium with a noncrit-
ical phase (C and A). Also shown are paths 1 and 2 along which the interfacial
tension is often experimentally investigated.

Figure 5: Schematical representation of the three-phase region as a tricritical
point is approached (after [1]).

Figure 6: Interfacial tension determined using the Landau-Griffiths model.
ys. distance in the isothermal density space corresponding to path 2 shown in
Figure 4.

Figure 7: (a) Configuration of oil, water, and gas in an angular corner with
half angle 3: the oil layer is stable (b) Configuration of the three-phases where the
gas-oil and oil-water interfaces touch at point B: the oil layer is unstable (modified
after [7]).
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MULTISCALE MODELING OF RELATIVE PERMEABILITIES*
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Abstract:

Hydrocarbon reservoir simulators describe transport processes at the scale of a grid block (~1000
m*). However, relative permeabilities are measured in laboratory experiments using small plugs cut

from reservoir core (~ 100 cm’). Consequently, a major task in performing realistic field
simulations is that of relating laboratory core measurements to the grid-block scale. This is the
upscaling problem.

This paper describes a two-scale strategy aimed at determination of three-phase relative
permeabilities for gas injection and Water-Alternating-Gas (WAG) injection processes,
respectively. A large separation and weakly coupling is assumed between the individual scales.
More specifically, two models describing three-phase transport at the pore- and macroscopic scales,
respectively, are introduced. In particular, a network simulator and 1-D grid-based reservoir
simulator of three-phase displacement are implemented and sequentially resolved in separate
calculations. The relative permeabilities determined from a computation at the pore-scale are
iteratively fed into a computation at the macroscopic scale. At the fixed point of the iteration
procedure the self-consistent saturation trajectories and the associated relative permeability
functions for three coexisting phases (oil, water, and gas) are determined. Finally, the conditions
under which the iterative procedure leads to self-consistent three-phase relative permeabilities are
discussed.

* Present address: Maersk Oil and Gas AS, Esplanaden 50, 1263 Copenhagen K, Denmark.
* Accepted for presentation at the 22-nd IEA Workshop and Symposium, September 9-12, 2001, Vienna, Austria.
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1. Checkerboards and Balloons: Two Classes of Complex Model Systems

Checkerboards

The checkerboard-type systems can be viewed as model systems in which the spanning vectors of
length & are invariant under spatial translations. The magnitude of & represents the range of
statistical correlations. More precisely, a checkerboard-type system consists of identical squares of
length& . It appears as a homogeneous one when observed using an optical instrument with a
minimal resolution scalea > & . On the other hand, when the range & of the statistical correlations
between the squares is too short to generate collective macroscopic effects, the scales decorrelate.
Consequently, fluctuations taking place inside an elementary square do not affect the system as a
whole. Thus, an investigation of the system can be reduced to a study involving only a single
square. Another useful interpretation of & is to view it as a value separating the microscopic
properties pertaining to a single square from the macroscopic scale pertaining to the entire system.
In local microscopic analyses, the quantities associated with scales larger than & are constant and
can be considered as parameters. Thus, the impact of microscopic fluctuations on the macroscale is
accessible only by averaging which effectively eliminates randomness.

r:
2
ain

J —
LIL__

T

A
&
o

(a) (b)

Figure 1. Two types of complex systems: (a) checkerboard-type system: after several “inverse decimations” of a
continuous porous medium, the microscopic scale is reached. (the initial checkerboard-type system and the result
of the last inverse decimation are shown). The microscale properties, such as pore geometry and topological
properties of the porous network and those of the checkerboard-type system are described by two different
maodels. (b) Balloon-type systems with infinite characteristic lengths. The bold line preserves its structural and
topological properties as the balloon surface is dilated (modified after Lesne, 1998).



163

Balloons

Entirely different model porous media are balloon systems that have a self-similar structure
throughout a large range of scales. Balloon systems do not have any characteristic length with
exception of their size and a minimal scale below which the model is no longer valid. More
precisely, in self-similar systems a characteristic scale £ >0 must coincide with its dilations k& .

Consequently, it must be infinite. This is why in balloon-type systems, in contrast to checkerboard
systems, the microscopic fluctuations can be observed at the macroscale. Blowing the balloon leads
to dilations and deformations of the balloon surface. However, its topological and structural
properties remain the same. It should be noted that in the case of balloon-type systems it is not
possible to introduce decomposition into a set of statistically independent subsystems. Any
fluctuation on the microscale is reflected on every other scale.

2. Scales and Characteristic Sizes

The notion of characteristic size occupies a central position in the study of mathematical models of
multiphase fluid flow in porous media. Broadly speaking, it links properties of pore spaces to the
scale on which they are investigated. Also, it provides means to impose stratification on external
parameters controlling mechanisms of multiphase transport.

There is no unique definition of characteristic size. This reflects the fact, that only its magnitude has
a real physical meaning. Three examples of alternative ways to define the characteristic size of a

hypothetical petrophysical property K (x), which depends on a position coordinate x, are given
below (cf. Lesne, 1998):

¢ The dominating behavior of K (x) is oscillating. The characteristic scale can be determined by
performing Fourier analysis of K (x) In the case where there is only one peak in the spectrum,
& 1s uniquely defined as the wavelength of the maximal spectral component.

¢+ Presence of multiple peaks in the spectrum indicates that K (x) has several characteristic scales.

An average over a large number of oscillations ( ) is given by an approximate analytic

formula:
(sup K) - (inf' K)

()

¢ In the case where K is of the form K, (x)=k(x/a), the characteristic sizes of K and k are

(1)

‘:K‘”z

linked by &, = @, where a is a dimensionless quantity.

One of the key issues in multiscale modeling is how the different scales are linked to each other.
The degree of coupling between the scales depends on the physics governing the system under
consideration. Consequently, in some computational approaches to modeling of multiscale systems
the scales are treated sequentially in separate calculations. In other, they are treated concurrently. It
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should be noted that sometimes the scales are so strongly coupled that multiscale modeling cannot
be used.

It turns out that in systems with weakly coupled scales, the phenomena associated with each scale
are most efficiently treated sequentially: parameters determined from the computation at small scale
and subsequently fed into a computation at a larger scale. The iterative procedure for the
determination of self-consistent relative permeabilities described in Section 6 is an example of a
sequential coupling between two scales.

3. Quasi-static Network Simulator

The network simulator is set up on a cubic lattice in three spatial dimensions. The number of nodes
in each direction is /x, ly, and /z. The total number of nodes is N =Ix-ly-lz. The distance between

the nodes, /,,, , is a lattice constant. Each typical node is connected to six neighboring nodes. The

inlet face is defined as the first row of nodes in the x-direction and the outlet face as the last row of
nodes. Flow takes place from the inlet face to the outlet face. Periodic boundary conditions have
been assumed on the faces perpendicular to the flow directions to minimize the finite size effects.

The lattice nodes represent pore chambers. The links between the nodes stand for pore throats. Pore
sizes are defined by the uniform distribution function with the limiting values given by 7 .., 7 ..,

for the pore throats and r, for the pore chambers, respectively. The pore throats and pore

,max ? rc.‘mm ?

chambers are assumed to have square-sections.

A number varying between 0 and 1 described by the random probability distribution function gives
the size of a chamber. Similarly, a random number varying between 0 and 1 describes the size of the
pore throat, rt.

The network simulator developed in the course of this project was based on a quasi-static network
model. In quasi-static network models the capillary pressure is imposed on the network. The final,
static positions of all fluid-fluid interfaces are subsequently determined. Dynamic aspects of
pressure propagation within the model and interface dynamics are not considered. For more details
about quasi-static network models the reader is referred e.g. to Fenwick and Blunt (1996; 1997,
1998).

4. Macroscopic Model of Three-Phase Flow

Macroscopic model of three-phase immiscible and incompressible flow in one dimension consists
of the following relationships stated for each of coexisting phases (cf. eq. (2)):

¢ Darcy's law generalized to three-phase flow,
¢ the mass conservation equation,
¢ the condition for the capillary equilibrium relating the phase and capillary pressures.
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The equations defining the model are as follows.

i m—kd PL
ox
A =ﬁ"_(.‘51i;s2_)_,(5=1,2,3),
H,
05 O _ (i )
e =0,(i=1,2,3),

S, +8+s8 =1,
p-b=h (snsz)’
PP = Pz (.S'I,Sz),

where i={1,2,3} (i=1, represents the phase with the strongest wetting preference with respect to the
porewalls, /=2 is its counterpart with the weakest wetting preference, and i=3 is the phase with the
intermediate wetting preference. Thus, in the case of a water-wet hydrocarbon reservoir the indices
1,2,3 stand for water, oil, and gas, respectively. On the other hand, for an oil-wet reservoir these

indices represent oil, gas, and water. Moreover, #, is the flow velocity, - viscosity, p,- pressure,
¢, porosity, F, and P, are the capillary pressures, k- the absolute permeability, k- the relative

permeability to i-th phase, and x the coordinate.
By eliminating the phase pressures p, the model is reduced to following system of coupled

equations

L WY T [(1 ) ‘+F aP]
a - ox x
ds, . OF, ap, op,
+U—2=k— F—L4+(1-F)—
AL Bx{&[ ' ox # ’)a J}
3
U=)u, 3)
i=1
W_,
Ox

E(a&:)%[i(%)]-“

Jol

The flux functions, F(s,,s,) (cf. egs. (3)), are defined in the saturation triangle described by the
inequalities A, ={s, 20,5, 20,5, +s, <1} and F, 20,F, 20, F, + F, <1.Moreover, F, =0 for 5,=0

and F, =1 for s,=1. Consequently, the map s— F(s) transforms the saturation triangle into
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another triangle, 4, . The vertices and sides of 4, are mapped into their counterparts belonging to

4. . More precisely, the triangle A4, can be decomposed into three domains corresponding to one-

phase flow, two-phase flow. and three-phase flow, respectively. As the saturation of any of the three
phases decreases, its continuity breaks down. The capillary forces are usually much stronger than
the available pressure gradient keeping the emerging ganglia immobile. Thus, both the relative
permeability &, and the flux function F, become equal to zero.

5. Evolvability of Macroscopic Models of Three-Phase Transport

One of the key properties of the macroscopic model of three-phase transport with negligible
capillary forces is its evolvability (cf. eq. (5) with P, =0, P, = 0). It has a simple geometric
interpretation. Consider two saturations, s, and s, in the saturation triangle and the flux functions

F(s;,5,) and F,(s,,5,).

Small increments of saturations, ds, and ds, , result in modifications of the two flux functions:
F, (s, +ds,, s, +ds,) = F, +dF, (i=1,2). Eq. (5) with negligible capillary forces at the point (s,,s,) is

referred to as being evolvable if there exist two directions resulting in proportional increments of
the flux functions (cf. Varchenko et al., 1992).

dF(l) - (dﬂ(l),dﬂ(l))

“)
AF® = (dﬂ(z),dﬂ(z))
On the hand, the increment (ds,, ds, ) results in a change of direction and magnitude of the vector

(dF,dF, ), the system is referred to as being non-evolvable (cf. Figure 2). An important issue is

whether the loss of evolvability at the macroscale can be related to pore-scale transport
mechanisms, such as e.g., the snap-off mechanism.
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Figure 2. Evolvability of macroscopic models of three-phase transport in porous media. The two upper rows
represent evolvable system; the bottom row shows a non-evolvable system (after Varchenko et al., 1992).
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Macroscopic Flow Model
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Figure 3. Schematic drawing of the self-consistent procedure. An initial guess of relative permeability functions
is fed to the macroscopic flow model that generates a saturation trajectory. The network simulator follows that
trajectory producing a set of three relative permeability functions. The iterative procedure continues until there
is no more change in the saturation path.

6. Iterative Procedure

Fenwick and Blunt (1997) described the iterative procedure for determination of self-consistent
permeabilities. More specifically, in their paper gas is injected into a waterflooded reservoir. By
linking the relative permeability functions determined by the network simulator to the macroscopic
reservoir simulator and iteratively computing a saturation path, until the relative permeability
functions became scale-invariant, the self-consistent saturation paths and the associated relative
permeability functions were obtained. Thus, the relative permeability functions create a link
between the pore-level scale and the macroscopic scale.

The iterative procedure applied for obtaining self-consistent three-phase relative permeability
functions for three-phase flow in porous medium is as follows (cf. Figure 3):

e Given initial conditions, injection conditions, viscosities of the phases, the network simulator
performs a displacement into three-phase region of the saturation triangle.

e The displacement results in a set of three-phase relative permeabilities tabulated as functions of
their own saturations for the selected path.

e The tabulated values are input into a one-dimensional reservoir simulator based on Buckley-
Leverett model for three-phase flow. The reservoir simulator performs displacement for the
same initial and injection conditions as those adopted at the microscale. The resulting saturation
path is obtained by plotting the saturations of all grid plots on a ternary diagram.
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o The saturation paths produced by the network simulator and those determined by the reservoir
simulator are compared. If the two paths are different, the network simulator follows the path
obtained from the reservoir simulator. If the paths coincide, the iteration stops.

7. Self-consistent Relative Permeability Functions for Gas Injection

The iterative procedure was initially applied to a gas injection process. The saturation trajectory was
generated by the macroscopic model using Corey-type relative permeability functions: k., = L
= §,’ and kg = ng. The phase viscosities were 4, = 1.0, 2, = 0.3, and g = 0.2, The initial phase
saturations were S, = 0.4 and S, = 0.6. The injection of gas corresponds to the left state given by S;
= (1.0, 0). The network simulator was tested on a 30 x 15 x 15 three-dimensional network. The
initial guess of relative permeability functions resulted in a saturation trajectory shown in Figure 4.

The initial condition of the network was obtained by the invasion percolation process mimicking the
filling of the reservoir with oil. The injection pressure was set to a fraction of the entry pressure of
the smallest throat. The saturation of the aqueous phase was S, = 0.3 after injection of oil. The
network was then allowed to imbibe water to reach the initial saturation point at S,, = 0.4. It should
be noted that the first part of the saturation trajectory is a two-phase displacement process where no
gas is present. Thus, the gas saturation did not increase until S, = 0.34. The tracking algorithm
successfully followed the saturation trajectory of the macroscopic flow model. The distance
between the nodes was typically 0.5 saturation units. The network model needed between 20-40
pore-level displacement mechanisms to reach the each desired saturation point on the macroscopic
saturation trajectory. It should be noted that some pore-level displacement mechanisms did not lead
to a change in saturation because the pore was located outside the zone where saturation was
calculated. In the case where no critical pressure lines were crossed by changing capillary pressure,
no pore-level displacement mechanisms occurred. However, the saturation still changed, because
changes of interfaces’ curvature on the pore-level led to a small change in saturation.

The network simulator successfully followed the macroscopic saturation trajectory during the first
iteration within a deviation of the specified 0.5 saturation units (cf. Figure 4). The corresponding
movement in the capillary pressure space is shown in Figure 5. In most cases, the injection of gas
resulted in both increased oil-gas and oil-water capillary pressures. It should be noted that the oil
layers remained stable along the entire saturation trajectory. Consequently, the oil phase remained
well connected. The stability of oil layers was a consequence of the direction of the saturation
trajectory which generally ‘demanded’ less water causing increased oil-water capillary pressure and
more gas causing increased oil-gas capillary pressure.

The displacement mechanisms were dominated by single oil-water Haines’ jumps followed by
Haines’ jumps of gas into the continuous oil phase. The oil-gas Haines’ jumps have significantly
lower critical pressure than double drainage mechanisms because secondary events are absent when
gas invades the continuous oil phase. Consequently, no double drainage mechanisms were activated
along the macroscopic saturation trajectory.



170

Sw

Figure 4. Tracking of the saturation trajectory by the network simulator. The saturation triangle to the left
shows the saturation trajectory to be followed in white and the actual saturation trajectory followed by the
network simulator in black. To the right is shown the actual followed saturation trajectory at the final state of
the simulation. An accuracy of 0.5 saturation units was used,

Figure 5 shows the calculated relative permeability functions of the three phases. Also shown are
the initial Corey-type relative permeability functions. The relative permeability functions span four
orders of magnitude. The relative permeability function of the gas phase was zero for saturations
below S, = 0.32. At S, = 0.32 the gas cluster first spanned the network and connected the inlet to the
outlet. The relative permeability at this point was 10?2, For gas saturations in the interval 0.32 < S, <
0.43, the relative permeability of the gas only increased slightly because the conductance of the gas
phase was controlled by the ‘red’ bonds in the backbone of the gas cluster. Consequently, the
increased relative permeability was solely due to larger effective flow area of the gas phase inside
the pores making up the backbone of the gas cluster. At a gas saturations above S; = 0.43 the gas
phase began to form a well-connected cluster.

The aqueous phase was continuous throughout the entire saturation tra;ectory. At the initial two-
phase conditions S,, = 0.4 the relative permeability was approximately10™, The relative permeability
function decreased gradually to a value as low as 10, A crossover behavior in the relative
permeability function was observed around S,, = 0.35. This reflected the relative permeability of the
water phase changing from being controlled by the configuration 1 with pores entirely filled with
water to configuration 2, configuration 3 and configuration 4 with pores where the conductance of
the water phase is controlled by the corner flow (cf. Figure 6). The relative permeability of water
below the crossover point approximately scaled with saturation to the second power in agreement
with the observations of Fenwick and Blunt (1998).
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Figure 5. Relative permeability functions for oil, water and gas calculated by the network simulator is shown in
black. The initial Corey-type relative permeability functions are shown in gray. The movement in capillary space

is shown in the lower right hand corner where the straight line R = R_ indicates the stability limit for oil layers.

The relative permeability of the oil phase was initially controlled by the configuration 2 appearing
in pores with oil flowing through the pore centers. The relative permeability of the oil phase quickly
decreased as gas displaced oil from the center of the pores. The conductivity of the oil phase was
reduced nearly two orders of magnitude with a change of oil saturation from S, = 0.6 to S, = 0.5.
Further reduction of the oil saturation led to an interesting phenomenon. The increased oil-water
capillary pressure forced the oil to invade new pores. Consequently, the oil phase formed a well-
connected cluster on the network level. Although the effective flow area of the oil phase within the
individual pores was reduced, the overall conductance of the oil phase on the network level
increased. More precisely, below the oil saturation S, = 0.5, the oil relative permeability fluctuated
between 10* and 107, Thus, the relative permeability of the oil phase below S, = 0.5 was primarily
controlled by how well that phase was connected in the porous network.
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Configuration 1 Pwater

' Poil =8
Configuration 2 3
Pwater
_ . Poil
Configuration 3a
Pwater

Configuration 3b Pwater

Poil

Configuration 4 :
water

Figure 6. Four principal fluid configurations between two nodes. Water is always connected and the water
pressure is defined for all nodes. The water and the oil phases flow in two separate compartments in
configuration 2. Configurations 3a and 3b are symmetric and essentially can be considered as representing the
same transport mechanism. In (3a) oil displaces water, in (3b) the roles of oil and water are reversed. In
configuration 4 oil displaces water by two opposite menisci. Thick arrows indicate flow of oil while thin arrows
indicate flow of water along the corners of the capillary tube.

8. Convergence of Iterative Procedure for Gas Injection

The search for self-consistent relative permeability functions was pursued by the iterative
procedure. The self-consistent relative permeability functions of the seventh iteration are shown in
Figure 7. Also shown are the relative permeability functions determined in the sixth iteration and
the corresponding movements performed by the network simulator in the capillary pressure space.

The relative permeability functions of gas and water did not change much during the remaining
iterations. Consequently, the water and gas relative permeability functions appeared to be functions
of their own saturations during the search for self-consistent relative permeability functions.
However, it should be noted that the movement in capillary pressure space was very different for
each of the seven iterations.
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Figure 7. The self-consistent relative permeability functions for gas injection with initial conditions § = (0.0, 0.4)
using Corey-type relative permeability functions as initial guess for the saturation trajectory. The movement in
the capillary pressure space is shown for all seven iterations.

The relative permeability function of oil posed some difficulties because the ECLIPSE 100
simulator requires that the relative permeability functions for the oil phase is monotonically
increasing with increasing phase saturation. This requirement was not always fulfilled by the
relative permeability functions delivered by the network simulator. In particular, for the higher oil
saturations the network model yielded increasing relative permeability for decreasing oil saturation.
The higher conductivity was caused by the fact that oil displaced water that caused formation of
highly conductive configuration 2 (cf. Figure 6). On the other hand, gas displaced oil from pores
that did not belong to the backbone of the oil cluster. Consequently, smaller oil saturation could
cause an increase in oil conductance and non-increasing relative permeability functions of the oil
phase. This is the reason why in the range 0.176 < S, < 0.57 it was necessary to approximate the
relative permeability functions of the oil phase by a straight line and search for the self-consistent
relative permeability function by changing the slope of that line. Thus, using the relative
permeability functions from the network model in the macroscopic model was associated with a
subjective adjustment of the relative permeability function. Nevertheless, the iterative procedure
converged in spite of the fact that as much as seven iterations were needed. The slow convergence
was caused by oscillations of the relative permeability function of the oil phase around the self-
consistent relative permeability function. More precisely, during the iteration procedure significant
parts of the saturation trajectories were located on the gas-oil base line corresponding to very low
water saturations (cf. Figure 8).

The movement in capillary space can be better understood by considering the saturation trajectories
associated with the movements in capillary pressure space. The saturation trajectories oscillated
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around the self-consistent saturation trajectory. The oscillation reflects the movements in capillary
pressure space that are located either above or below the self-consistent trajectory in the capillary
pressure space. The saturation trajectories with a significant parts located on the oil-water base line
corresponded to movements in capillary space where the oil-water capillary pressure was too large
as compared to the final self-consistent trajectory in capillary pressure space.

So

— — First iteration
- === Third iteration

— = Fifth iteration

Self-consistent
trajectory

Corey type

- = = Fourth iteration
------ Second iteration

Sg Sw

Figure 8. Saturation trajectories of the seven iterations followed by the network simulator. The initial saturation
of all the trajectories is S, = (0.0, 0.4), but is only shown for the saturation trajectory of the initial Corey-type
relative permeability functions. The convergence of the iterative procedure is slow because the iterations oscillate
around the self-consistent saturation trajectory. It should be noted that some of the trajectories are located on
the gas-oil base line corresponding to no water. Low water content corresponds to a high oil-water capillary

pressure.

Comparisons of the different movements in capillary pressure space and the corresponding
movements in the saturation triangle have shown that the capillary pressure response is structurally
stable: its changes appear to be moderate for moderate changes in saturation trajectory. In other
words, two saturation trajectories close to each other are associated with movements in capillary
pressure space, which are also close to each other. However, that is not to say that the relative
permeabilities do not change drastically as functions of phase saturation. Moreover, the
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macroscopic simulator does not exhibit the property of structural stability in the case where a small
change in relative permeability functions results in a drastic change of a saturation trajectory.

9. Selfconsistent WAG Injection Sequences

The iterative procedure was applied to a WAG injection sequence. Three cases corresponding to
different injection ratios between water and gas were tested. The initial state was chosen as S, = (Sg,
Sw) = (0.08, 0.16). The injection ratios corresponding to the left state S; = (Sg, Sy) = (0.35, 0.65), S; =
(Sg, Sw) = (0.40,0.60) and S; = (S, Sy) = g0.45, 0.55) were investigated using the Corey-type relative
permeability functions kn, = Sy>, ko= S, and kg = ng. The adopted values of fluid viscosities were
as follows: w4, = 0.5 14, = 1.0 and g4 = 0.3. The initial saturation trajectories determined from the
macroscopic model are shown in Figure 9.

The movement in capillary space for the WAG injection sequence with S; = (Sg, S,) = (0.45, 0.55) is
shown in Figure 9. The combination of increased water and gas saturations along the saturation
trajectories led to use of the snap-off, I;-, and I- imbibition displacement mechanisms of water
displacing oil. The imbibition displacement mechanisms were a consequence of decreasing oil-
water capillary pressure. In addition, the increased gas saturation caused increasing oil-gas capillary
pressure. Consequently, the movement in the capillary space occurred towards the region in the
capillary pressure space where oil layers were unstable.

Figure 9. Saturation trajectories for the first two iterations. The initial trajectory of the macroscopic simulator is
shown to the left while the second iteration trajectory based on the relative permeability functions of the first
trajectory is shown to the right.
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Saturation trajectories

PCOW

\Decreased Pegyy

" Peog
Capillary pressure path Instability of oil layer

Figure 10. Trajectories in the saturation and capillary pressure spaces during WAG injection. The movement is
generally towards the unstable oil layer. The saturation trajectories impose higher water saturation and higher
gas saturation causing the oil-water and the oil-gas interfaces to move towards each other causing the collapse of
the oil layer.

The movement in the capillary pressure space in the network simulator corresponds to movement of
the oil-water interface towards the center of the pore. The oil-gas interfaces are pushed towards the
corner of the pores (cf. Figure 10). This reduces both the effective flow area available to the oil
phase on the pore-level and the connectivity of the oil phase on the network level.

The movement in capillary pressure space causes the network model to encounter the domain of the
residual oil saturation much earlier than the saturation corresponding to the injection conditions
given by the left state S;. Once the oil layers became unstable the injection of gas caused break-up
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of the oil phase into discontinuous oil ganglia which could be mobilized by double drainage
mechanisms. This was in particular the case with §; = (Sg, S)) = (0.35, 0.65) and S; = (S, Sw) = (0.4,
0.6). The lowest residual oil was encountered for the left state S, = (Sg, Sy) = (0.45, 0.55). This case
was then investigated more thoroughly.

In the first iteration of the network model residual oil was encountered at S, = 0.3. Consequently,
the macroscopic saturation model cannot yield a saturation trajectory below the residual oil
saturation because the oil phase becomes immobile at this saturation.

The iterative procedure collapsed after the second iteration when the network model generated
relative permeability functions which caused the macroscopic model to return a saturation trajectory
which was located in the upper third of the saturation triangle. The oil phase had become
discontinuous at an oil saturation S, = 0.59 (cf. Figure 11). Recall that the oil phase relative
permeability of discontinuous oil by definition is zero. However, during computational experiments
oil remained connected to the inlet and the outlet face and was thus displaceable in the network
simulations. ‘

There are two causes of the high S, saturation. The first cause was that the gas phase invaded the
oil phase by Haines’ jumps while the oil layers were still stable and good connectivity of the oil
phase existed. This invasion of oil by gas took place in larger pores. Subsequently, when the oil
layers became unstable the connectivity of the oil phase was effectively reduced in the most
conductive pores. The second cause that led to high discontinuous oil saturation was that the gas
phase invaded the oil phase. The oil phase could not establish stable layers and, consequently, broke
up into ganglia unable to conduct oil. However, it should be noted that the gas phase was capable of
pushing the discontinuous oil phase thereby reducing the saturation of that phase.

Iteration 1 Iteration 2
100 1.00
0.80 0.80
0.60 ¥ 0.60
oF Soc = 0.4 Soc= 0,59
0.40 — 0.40 :
Ser=03 Sor=0.28 ,
0.20 — 0.20 o ;
/ N ‘
000 4 e ' 0.00 —4———,—-mmmpummﬂ ,
00 02 04 06 o8 10 00 0.2 04 0.6 08 10
Qil Saturation Qil Saturation

Figure 11. Relative permeability functions obtained for the two first iterations of the S; = (0.55, 0.45). The
markers indicate the relative permeability functions obtained by the network model while the gray lines indicate
the relative permeability function forwarded to the macroscopic flow model. S, indicates the residual oil while
S, marks discontinuous oil saturation where the conductance of the oil phase becomes zero.
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10. Concluding Remarks

The collapse of the iterative procedure during WAG injection process raises two critical issues
concerning the iterative procedure.

The first issue concerns calculations of conductance of the oil phase for saturations below the
discontinuous oil saturation. The second issue deals with the high residual oil saturations which
seems to be in disagreement with the field observations where WAG recovery has been reported to
yield increased recovery efficiency.

Problems concerning determination of relative permeabilities by the network model and its
definition in Darcy’s law have been addressed by Mani and Mohanty (1998). In their model, the
saturation of the pore space can change inside the network even in the case where the relative
permeability to a phase is zero. However, the macroscopic flow model can describe changes in
phase saturation only in the case of a nonzero mobility of that phase. Consequently, the area of the
saturation triangle where a phase is mobile is different for the two models. This creates an obstacle
for the convergence process, because by changing saturation of a phase in the network model one
cannot follow the saturation trajectory produced by the macroscopic model into the region of the
residual oil saturation.

Mani and Mohanty (1998) have suggested a network model where the conductance of a phase
consists of two contributions: steady-state conductance and unsteady-state conductance. They
proposed the following formulation of Darcy’s law for multiphase flow

_k-k,
H

i

V‘Pr + vun.sready—s.'aff (5)

The mechanisms governing steady-state transport are similar to those underlying relative
permeabilities in quasi-static network models: given the total flow into or out of the section of the
network, the phase viscosity, the imposed pressure drop, and the absolute permeability, transport
coefficients are calculated from the multiphase Darcy’s law. The flow can take place through films,
layers, or in pores where the conductance of the phase can be derived by assuming the laminar flow.
The key assumption in the definition of the steady-state conductance is that the flowing phase is
continuous and the pressure drop is given by the generalized Darcy’s law.

The unsteady-state conductance is represented by the response of the system to a change in
capillary pressure. This response leads to a time dependency of the saturation change in the network
model controlling the time for a pore-scale event to take place. More precisely, in order to
adequately capture the relative permeability concept, a dynamic network simulator must replace the
quasi-static network simulator

It should be noted that changes in capillary pressure due to changes in one phase pressure could
affect the saturation of another phase. Consequently, the inclusion of the unsteady-state
conductance can be regarded as a coupling between the conductances of one phase and the pressure
gradient associated with a different phase.
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The high residual oil saturation of the WAG injection processes predicted by the network simulator
is in disagreement with high recovery efficiencies reported in field studies (cf. Christensen, Stenby,
and Skauge, 1998). The recovery factor is usually controlled by three basic recovery mechanisms:
the vertical sweep, horizontal sweep and microscopic displacement efficiency. The negligence of
these effects by the network- and macroscopic model may significantly influence efficiency of oil
recovery.

In general, increased oil-water capillary pressure in the network model leads to thicker oil layers.
Compared to gas injection, WAG injection is characterized by a movement in the capillary pressure
space towards the region where oil layers are unstable. Thus, it appears that the increased oil
recovery efficiency may not be explained by the presence of oil layers on the pore-level i.e. the
microscopic displacement efficiency. Moreover, the effects of gravitation might actually also play a
role on the network level. In addition, the network simulations have shown that computational
results were sensitive to the initial placement of the gas phase in the network. More precisely, oil
conductivity was lost faster when gas was assigned to the entire end-face of the network as
compared to the assignment to a single pore or to a limited number of pores.

In conclusion, the two models used in the iterative procedure do not necessarily adequately
represent some of the essential processes responsible for increased oil recovery efficiency of WAG
injection processes.
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Appendix D

D1. Convergence of Iterative Procedure

This appendix contains additional information about the convergence of the iterative procedure
aimed at determination of the selfconsistent relative permeability functions for the gas injection
process. The initial saturations of oil and gas phases are S, = 0.6 and S,, = 0.4, respectively. The
result for each iteration is shown as a path in the capillary pressure space along with all the previous
paths. The relative permeability functions are shown in blue for the current iteration, the previous
iteration in red, and the iteration that was forwarded from the network simulator to the macroscopic
simulator in the previous iteration as a green line. The continuous line is used to indicate that the
relative permeability functions of the macroscopic simulator are continuous functions of phase
saturations, whereas the network simulator yields the relative permeability functions at discrete
values of phase saturations.
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